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We derive the Hydrodynamics for a system of N active, spherical, underdamped particles, in-
teracting through conservative forces. At the microscopic level, we represent the evolution of the
particles in terms of the Kramers equation for the probability density distribution of their positions,
velocities, and orientations, while at a mesoscopic level we switch to a coarse-grained description
introducing an appropriate set of hydrodynamic fields given by the lower-order moments of the
distribution. In addition to the usual density and polarization fields, the Hydrodynamics developed
in this paper takes into account the velocity and kinetic temperature fields, which are crucial to
understanding new aspects of the behavior of active liquids. By imposing a suitable closure of the
hydrodynamic moment equations and truncation of the Born-Bogolubov-Green-Kirkwood-Yvon hi-
erarchy, we obtain a closed set of mesoscopic balance equations. At this stage, we focus our interest
on the small deviations of the hydrodynamic fields from their averages and apply the methods of
the theory of linear hydrodynamic fluctuations. Our treatment sheds light on the peculiar prop-
erties of isotropic active liquids and their emergent dynamical collective phenomena, such as the
spontaneous alignment of the particle velocities. We predict the existence within the liquid phase
of spatial equal-time Ornstein-Zernike-like velocity correlations both for the longitudinal and the
transverse modes. At variance with active solids, in active liquids, the correlation length of the
transverse velocity fluctuations is sensibly shorter than the length of the longitudinal fluctuations.
In particular, the latter depends on the sound speed and increases with the persistence time, while
the former displays a weaker dependence on these parameters. Finally, within the same framework,
we derive the dynamical structure factors and the intermediate scattering functions and discuss how
the velocity ordering persists in time. We find that the velocity decorrelates on a time-scale much
longer than the one characteristic of passive fluids.

I. INTRODUCTION

In the last decade, significant progress has been made
in the study of the collective behavior of active (or also
self-propelled) particles, which comprise bacteria, cell as-
semblies, active colloidal suspensions, vibrated granular
particles, autonomous micromotors, bird flocks, etc. [1–
3]. Understanding how to control and modify their un-
usual properties is of capital importance in many prac-
tical applications, and could revolutionize wide-ranging
fields from medicine to robotics. Since one of the pos-
sible practical applications of active particles could be
self-assembly it would be important to learn how to use
them to obtain emergent materials and substances which
have reliable, expected, and predictable properties. From
a thermodynamic viewpoint, active particles are systems
out of equilibrium since they consume energy from the
environment or internal chemical processes and generate
mechanical persistent motion [4]. In statistical mechan-
ics, this everlasting energy flow corresponds to a viola-
tion of the detailed balance condition. Many properties
of Active matter are peculiar and absent in passive sys-
tems subject only to random thermal fluctuations. Even
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in the absence of explicit attractive forces, active par-
ticles may exhibit novel types of self-organization: they
undergo a type of phase separation known as mobility in-
duced phase separation (MIPS) [5–9], crowd in the prox-
imity of surfaces [10], and form “living crystals” [11, 12]
that are mobile, break apart and reform again.

Besides the appearance of spontaneous density inho-
mogeneities, recent experimental, theoretical and numer-
ical investigations have shown the existence of sponta-
neous equal-time velocity correlations in active matter
systems, an emergent collective phenomenon. This new
property has been experimentally observed in different
contexts, such as cell monolayers [13–16] and bacterial
colonies [17–20]. Spontaneous velocity correlations rep-
resent a peculiar property of active matter systems and,
thus, understanding the underlying physical mechanism
could be an important advancement. In most cases, these
correlations have been explained by invoking velocity-
aligning interactions which are the basic ingredient to
produce the flocking transition in Vicsek-like models and
Toner-Tu Hydrodynamics. However, in some systems
of self-propelled particles, it is possible to observe fas-
cinating velocity/activity patterns even in the absence of
this kind of interactions [21]. Henkes et al. and Caprini
et al. [14, 22, 23] have shown that spatial velocity cor-
relations do appear also in systems of spherical parti-
cles without alignment forces: this phenomenon is sim-
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ply induced by the interplay between persistent active
forces and steric repulsion. The first research group com-
pared experimental results observed in systems of high-
density cell monolayers with a phenomenological the-
ory [14], while the second group studied a suspension
of two-dimensional active Brownian particles (ABP) un-
der high-packing conditions [22] and put forward a mi-
croscopic theory predicting the exponential decay of the
spatial velocity correlations. The characteristic coher-
ence length was obtained in terms of the model param-
eters with [24] or without the effect of the inertia [23].
Recently, Szamel and Flenner [25] investigated active liq-
uids and found numerical evidence of spontaneous veloc-
ity correlations. Such a study leads to the conclusion that
the emergence of self-organized patterns in the velocity
field is a general property of active matter that may occur
even in the absence of direct aligning interactions.

The existing theoretical treatments explain this phe-
nomenon employing a microscopic approach where the
evolution of the positions and velocities of each parti-
cle is explicitly considered. However, a systematic treat-
ment based on coarse-grained collective variables is still
lacking. This paper aims to bridge the microscopic and
mesoscopic levels by developing a hydrodynamic theory
of active liquids able not only to reproduce the observed
onset of longitudinal/transverse velocity correlations but
also to predict new phenomena such as the slow relax-
ation of velocity fluctuations at large scales.

The main actors and the logic line of our work are sum-
marised in Fig. 1. Specifically, we consider a system of
underdamped interacting active particles characterized
by an active force following Active Brownian (ABP) or
Active Ornstein-Uhlenbeck (AOUP) dynamics (for recent
reviews, see Refs. [26, 27] and Ref. [28], respectively).
These are minimal models for active matter, which com-
bine mutual conservative interactions (e.g. repulsion for
volume exclusion) and Brownian directed motion, but
neglect hydrodynamic interactions or other kinds of ex-
plicit alignment forces. We first obtain a microscopic
description in terms of the stochastic Kramers-Fokker-
Planck (KFP) evolution equation of the N -particle dis-
tribution function. Then, we connect the microscopic to
the macroscopic by defining suitable hydrodynamic vari-
ables as averages (over the N -particle distribution) of
local single-particle observables. Finally, we derive from
the KFP equation the relevant set of hydrodynamic bal-
ance equations which represent the first members of an
infinite hierarchy involving the velocity and orientation
moments of the distribution.

While such a procedure is a standard tool in non-
equilibrium statistical mechanics in the framework of pas-
sive systems [29], its implementation in the case of active
matter offers new interesting challenges [30]: due to the
presence of the orientational degrees of freedom associ-
ated with the active force, the procedure not only en-
trains a larger number of fields, hence a different trunca-
tion of the hierarchy of equations for the moments, but
also requires different approximations to treat the effec-

tive force which appears as a result of the interplay of
active and repulsive forces. The truncation of the hier-
archy can be obtained by various procedures, either by
heuristic methods or as in the case of the ABP model
more systematically by the use of the Chapman-Enskog
method as shown by Steffenoni et al. [31]. This leads
to consider the dynamics of at least an extra field, the
polarization, in addition to the usual fields of standard
(passive) Hydrodynamics. Besides the truncation of the
hierarchy, to obtain a closed set of equations, it is neces-
sary to find a suitable representation of the interactions
in terms of the hydrodynamic fields. In passive systems,
it is well known, as shown in the pioneering theoretical
treatment of Irving and Kirkwood (IK) [32], that (purely
repulsive) interactions give rise to stress and energy flux
contributions and viscous dissipation terms, in the equa-
tions for the momentum and energy densities, respec-
tively. For a system of passive particles, the average in-
ternal force density can be expressed as the divergence
of a stress tensor, providing a connection between sta-
tistical mechanics and continuum mechanics. In active
systems, the peculiar interplay between repulsive forces
and directed motion induces trapping of the particles,
reducing their effective motility. Such a mechanism has
been represented as an effective interaction that has no
counterpart in passive fluids. The understanding of this
complex force, which has been the object of systematic
investigation in the last two decades [8, 10, 33, 34], is fun-
damental to obtain the correct hydrodynamic description
of the active fluids.

We recall the existence of a rich literature where effec-
tive hydrodynamic equations are employed to understand
collective phenomena in active systems. There are two
main differences with respect to our treatment. First,
most of these studies focus on models containing differ-
ent ingredients, such as explicit alignment interactions
(such as in Vicsek-like models) or anisotropies of the
particles’ shape. Second, the large majority of hydrody-
namic studies concerning the ABP neglects the velocity
field, typically involving only density and polarization:
these fields account for the main macroscopic observed
symmetry breaking phenomena, i.e. motility-induced-
phase-separation and flocking transition. In many of such
theories, the effect of the active force is represented by
an effective “active” pressure term [35] or an effective
density-dependent local mobility [8].

Neglecting the velocity fluctuations comes from the
analogy with equilibrium models and the general argu-
ment that, in systems of passive particles dispersed in vis-
cous fluids, such velocity fluctuations decay much faster
than the density or polarization fluctuations, typically
on a time-scale determined by the viscous drag. From
the present study, we learn that this assumption should
be reconsidered, as velocity and polarization fluctuations
relax on the same slow time-scale. However, from the
theories, where the velocity fluctuations are neglected,
we learn a few lessons which are crucial to close also our
equations. For instance, in some steps of our derivation,
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Structure factors of velocity field

Correlated on lengths 
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(Sections VII)

Slowdown of velocity relaxation
Intermediate scattering functions

At small k:  both decay like polarization

(Sections VIII)

FIG. 1. A summary of the paper. The panels of the figure illustrate the main logical steps of this work, highlighting the most
important observables considered and symbols introduced. They show the essential ingredients of the model (top frames), the
hydrodynamic description in terms of coarse-grain fields, the closure approximations (middle frames), and the main results of
the paper (last two frames in the third row).

we took inspiration from the recent work of Speck and co-
workers [36, 37]: they considered a system of overdamped
two-dimensional dry active disks (in the absence of hy-
drodynamic interactions) and by imposing the so-called
force closure derived a self-consistent set of equations for
the number and polarization densities [38, 39]. Their
approach captures the interplay between self-propulsion
and repulsive interactions through an effective active
force proportional to a density-dependent active speed
whose form is similar to the one proposed by Cates and
Tailleur in their seminal works [40, 41] (see here for a
review [8]).

Our theory is suitable to describe isotropic active liq-
uids and sheds light on their peculiar properties com-
pared to those of usual passive liquids. A fluctuating
linear hydrodynamic approach around the homogenous
state [42, 43] allows us to derive closed expressions for
the spatial correlations of the velocity field. They origi-
nate from dynamical mechanisms that have no counter-
part in equilibrium liquids, where the velocity field plays
a marginal role only determining the relaxation towards
the equilibrium. Our theory is coherent with the sce-
nario numerically observed in particle-based simulations
both in solid and liquid configurations [14, 22, 23, 25]. A
particular outcome of the theory concerns the correlation
lengths: we discover that the longitudinal velocity fluc-
tuations are characterized by a correlation length which
increases with the persistence time of the active force and

is mainly determined by the sound speed. The trans-
verse velocity fluctuations also display some degree of
coherence, but the associated correlation length is much
shorter, essentially because it depends on the shear, but
not on the bulk modulus. We also investigate the spec-
trum of the hydrodynamic matrix as a function of the
wavelength of the perturbation and, finally, we deter-
mine the dynamical structure factors and the interme-
diate scattering functions: from the latter we predict a
pronounced slowdown of the velocity field, due to the ac-
tivity. To the best of our knowledge, the latter point is
a central result that has not been highlighted in the lit-
erature. At small values of the wavenumber, that is in a
range of length-scales relevant for macroscopic behavior,
the fluctuation modes of the velocity field of a system of
overdamped passive particles (such as colloidal suspen-
sions) decay with a rate dictated by the viscous damping
(normalized by mass). As demonstrated here, active liq-
uids display a different behavior: the coupling with the
polarization mode induces an important reduction of the
velocity field decay rate which is mainly determined by
the inverse of the persistence time. At the end of this in-
troduction, we anticipate a simplified discussion of such
a general slowdown mechanism, in order to bring to light
its essential features.

The paper is organized as follows: in Sec. II, we in-
troduce the stochastic model employed to describe a
system of interacting active particles and develop the
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Born-Bogolubov-Green-Kirkwood-Yvon (BBGKY) hier-
archy in the active case, while, in Sec. III, the hydro-
dynamic equations are derived, providing suitable clo-
sures for high-orders moments and the BBGKY hier-
archy. Secs. IV and V introduce a linearization proce-
dure around the isotropic steady-state suitable to de-
scribe homogeneous active liquids, while Sec.VI employs
the method of fluctuating Hydrodynamics to determine,
in Sec. VII, the spatial velocity correlation of transverse
and longitudinal velocity modes. Finally, Sec. VIII is
dedicated to the study of the time-dependent properties
of active liquids, showing results for the dynamical struc-
ture factor, the intermediate scattering function, and the
eigenvalues of the hydrodynamic matrix as a function of
the wavelength, both for transverse and longitudinal ve-
locity modes.

A. Summary of results: transverse and
longitudinal velocity correlation and slowdown of

the velocity field

Many hydrodynamic theories for overdamped active
particles neglect the velocity field since this is expected
to undergo a fast decay likewise in systems of passive
colloids in viscous solvents. However, various arguments
and analytical results from active particle models sug-
gest that the self-propulsion induces an effective non-
equilibrium memory term (effective inertia and space-
dependent mobility) with a typical time determined by
the persistence of the active force. This description ex-
plains the slowdown of the dynamics due to the inter-
actions but seems to be in contrast with the fast relax-
ation hypothesis of the velocity field assumed in some
active hydrodynamic theories. To settle the question, in
this paper, we derive coupled macroscopic equations for
density n(x, t), velocity u(r, t), polarization p(r, t) and
kinetic temperature T (r, t) fields (see Sec. III for defini-
tions and balance equations), starting from a general mi-
croscopic active model with only conservative isotropic
interactions. In the second part of the paper, the the-
ory is applied to homogeneous active liquids, resorting
to linearized fluctuating Hydrodynamics. As illustrated
in Fig. 1), a first conclusion concerns the existence of
spontaneous order in the velocity field, already found in
active solids, but here bearing new features: in particu-
lar, the correlation length of longitudinal modes, ξ‖, is
larger than that of transverse modes, ξ⊥:

ξ‖ ≈ vs
√
τ

γ
� ξ⊥ , (1)

and is mainly determined by the sound speed, vs (see
Eqs. (82) and (77) of Sec. VII). As a second important re-
sult, we show the slowdown of the velocity field: at a large
spatial scale and in the overdamped regime, the time de-
cay of both velocity modes (longitudinal and transverse)
is of the order of the persistence time, τ , instead of be-
ing of the order of the inverse viscosity, 1/γ � τ (see

Sec. VIII) as in passive suspensions. In the rest of this
subsection, we discuss the essential mechanism underly-
ing this slowdown effect.

Quite naturally, the active force induces a coupling be-
tween the macroscopic velocity and polarization fields.
This is clearly shown in Sec. VIII, where dynamical cor-
relations (the so-called intermediate scattering functions)
are worked out in full generality both for transverse and
longitudinal velocity modes. To give a flavor of the main
underlying mechanism, we anticipate the case of zero-
wavenumber (k → 0) transverse modes. In linear fluc-
tuating Hydrodynamics, the transverse velocity and po-
larization modes at large scale, V (t) = u⊥(k = 0, t)
and P (t) = p⊥(k = 0, t) respectively, obey the follow-
ing Langevin equation:

d

dt

(
V
P

)
= −

(
γ −γ v0n0

0 1
τ

)(
V
P

)
+

(√
2DV ηV√
2DP ηP

)
, (2)

where v0 is the self-propulsion velocity, n0 is the aver-
age number density of the active liquid, (DV , DP ) are
effective diffusion coefficients (dependent on the model
parameters), and (ηV , ηP ) are independent white noises
with zero average and unitary variance. As illustrated in
the rest of the paper, at finite k > 0 the entries of the
dynamical matrix and the noise amplitudes depend on k
through the transport coefficients of the theory. When
v0 = 0, a liquid of spherical passive colloids is recovered,
the polarization becomes irrelevant and the velocity fluc-
tuates around 〈V 〉 = 0 with its unique relaxation rate
γ. When v0 > 0, the eigenvalues of the dynamical ma-
trix remain the same (as the determinant and the trace
of such a 2 × 2 matrix are independent of v0), therefore
one would be tempted to conclude that v0 does not affect
the relaxation of velocity fluctuations. Such a conclusion
would be wrong as shown by the exact calculation of the
correlation function:

〈V (t)V (0)〉 = A exp(−γt) +B exp(−t/τ), (3)

where A and B depend on the various parameters, see
below, Eq. (92). In general, when γ > 1/τ (thus, in
the overdamped regime) the coefficients satisfy A . B,
therefore the first - rapidly decreasing - exponential be-
comes negligible in a time of order 1/γ and the decay is
dominated by the slower relaxation of the second expo-
nential.

The mechanism summarised here gets more compli-
cated in the case of the velocity longitudinal modes,
which in addition to the polarization are coupled to the
density fluctuations, but the result is similar: the domi-
nant relaxation rate is 1/τ also for these modes. The non-
trivial effect of non-equilibrium coupling between modes,
even within a linear modelization, leading to slow relax-
ations and memory effects, has been studied in the past
in the context of fluctuation-dissipation relations [44–47]
and granular materials [48–50].
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II. THE MODEL

We consider an assembly of identical active particles
of mass, m, mutually interacting through a short-range
pairwise potential and immersed in a viscous solvent in
a d-dimensional space. The solvent is quiescent and not
affected by the particles’ motion and is assimilated to a
heat bath, acting as a source/sink of energy and momen-
tum. Each particle, identified by an index n, is subjected
to an external time-independent force, fexn = fex(rn), and
a non-gradient force, fan , simply known as active force. At
such a level of description, we assume that fan can be rep-
resented by a stochastic process with memory without
specifying the detailed biological/physical mechanisms
responsible for the active motion. The active force is
expressed as:

fan
m

= γv0ên ,

where v0 is the typical swim speed induced (in the ab-
sence of interactions or external forces) by the active
force and γ is the solvent viscosity. The term ên is a
d-dimensional unit vector, representing the orientation
of the active force. It evolves in time according to an
unbiased random process with exponential memory hav-
ing a typical correlation time, τ . The memory gives to
the particle’s trajectories the persistence character that is
one of the salient features of active motion. In the frame-
work of the continous stochastic processes, the most pop-
ular dynamics of ên are provided by the Active Brownian
Particles (ABP) [23, 36, 51–54] and the active Ornstein-
Uhlenbeck particle (AOUP) models [55–61]. The lat-
ter has been often used in the theoretical studies (being
simpler than the ABP) since it can reproduce the same
phenomenology observed with ABP simulations, namely
MIPS [62, 63] or accumulation near boundaries [64, 65].
Unlike Vicsek models or variants, it does not assume any
explicit alignment interaction among the active forces of
different particles. In the ABP, the orientation is subject
to the constraint ê2 = 1 and evolves according to the law:

dên
dt

=
√
Drζn × ên , (4)

where Dr is the rotational diffusion coefficient and
ζn(t) is a white noise vector such that 〈ζαn (t)ζβm(s)〉 =
2δnmδ

αβδ(t − s). Here, latin and greek indices refer to
particle numbers and spatial components, respectively.
The multiplicative noise in Eq. (4) is treated according
to the Stratonovich convention. In the AOUP case, each
ên evolves according to an Ornstein-Uhlenbeck process
with correlation time, τ :

dên
dt

= −1

τ
ên +

√
1

τ
ζn . (5)

In the dynamics (5) different Cartesian components of
ên are uncorrelated and take on values ranging in the
interval [−∞,∞] and satisfy 〈ê2〉 = d. Such a choice

guarantees the correspondence with the ABP together
with the relation (d−1)Dr = 1/τ and a suitable rescaling

of the orientation ê → ê/
√
d [53, 66]. The equations of

motion for underdamped active particles of mass, m, with
position rn and velocity vn, read [24, 67]:

drn
dt

= vn (6a)

dvn
dt

=
1

m
[fexn + fan + Fn]− γvn + ξn , (6b)

where ξn is a white noise vector with unit variance. Both
the friction and ξn originate from the solvent so that their
amplitudes are related by the fluctuation-dissipation re-
lation:

〈ξαn (t)ξβm(s)〉 = 2γ
T0
m
δnmδ

αβδ(t− s),

where T0 is the solvent temperature while, again, latin
and greek indices refer to particle numbers and spatial
components, respectively. The force deterministic term,
Fn, is due to the interactions with the other particles and
is expressed as

Fn = −
∑
m(6=n)

∇rnU(|rn − rm|)

being U a generic pairwise repulsive potential accounting
for volume exclusion effects.

A. Many-particle Fokker-Planck description

It is straightforward to derive the associated Kramers-
Fokker-Planck [68] evolution equation for the 9N di-
mensional phase-space probability density distribution
fN = fN ({ê, r,v}, t), where {r,v} indicates a 2× d×N
dimensional phase space point and {ên} the d×N space
of the particle “orientations”:(

∂

∂t
+

[
vn ·∇rn +

[
fex

m
+

fa

m
+

1

m
Fn

]
· ∂

∂vn

])
fN

= γ
∂

∂vn

[
T0
m

∂

∂vn
+ vn

]
fN +

1

τ
LafN . (7)

where repeated indices are summed. Here, the operator
La accounts for the dynamics of the active force and it is
the only term containing the explicit dependence on the
model considered (AOUP or ABP). In particular, the
operator La has the following form:

LafN =
∂

∂ên
·
(
ên +

∂

∂ên
·Dn

)
fN , (8)

where the difference between AOUP and ABP is con-
tained in the form of the d-dimensional matrix Dn for
the n-th particle. Suppressing the particle index n, for
convenience of notation, in the case of AOUP, we have
DAOUP = I, that is the identity matrix, while, in the
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case of two-dimensional ABP, the matrix has the follow-
ing spatial components [69]:

DABP =

(
ê2y −êxêy
−êy êx ê2x

)
.

The generalization to the three-dimensional case is
straightforward and leads to similar results. We remark
that La is formed by two terms: i) a “deterministic” drag
term (proportional to the first derivative with respect to
ê) common for ABP and AOUP and ii) a “diffusive”
term (proportional to the second derivative with respect
to ê) that contains the only difference between ABP and
AOUP. Moreover, we remark the following property that
will be useful later:

〈DABP 〉 d = DAOUP = I ,

where the average is performed over all the variables of
the system. Therefore, to obtain the mapping between
ABP and AOUP it is enough to rescale the ABP orienta-
tional vector ê with the constant factor

√
d, that is equiv-

alent to map the ABP swim velocity onto v0 →
√
d v0.

Bearing in mind this minor difference between AOUP
and ABP, i.e. rescaling n̂ in the ABP case, the matrix
D satisfies the following tensorial relation:

〈D〉 = I . (9)

In the following, we discuss a theoretical approach that
applies to both models since the differences between ABP
and AOUP do not lead to major differences in the hy-
drodynamic description.

B. Reduced description

In order to proceed further as in the passive case, we
define the reduced single-particle (marginal) distribution
function, f = f(ê, r,v, t), as

f(r, ê,v, t) = ΠN
n=2

∫
dêndvndrnfN ({r, ê,v}, t) . (10)

By integrating out the (ê,v, r) coordinates of (N − 1)
particles in Eq. (7), we obtain the following non linear-
equation( ∂

∂t
+ v ·∇r +

fex

m
· ∂
∂v

+ γv0ê ·
∂

∂v

)
f

=
1

τ
Laf + γ

∂

∂v

(T0
m

∂

∂v
+ v

)
f + Ω (11)

where the interaction term, Ω = Ω(ê, r,v, t), is defined
as:

Ω =
1

m
∇v ·

∫
dr′ dv′ dê′ f2∇rU(|r− r′|) , (12)

and involves the two-particle distribution function, f2 =
f2(r, ê,v; r′, ê′,v′, t), which is obtained from fN by in-
tegrating out (N − 2) particle coordinates. We remark

that the relaxation of the system towards the steady-
state occurs even in the absence of particle-particle cou-
plings, due to the combined action of the solvent forces
and self-propulsion. On the other hand, the interaction
Ω not only contributes to the relaxation process via vis-
cous effects, heat transport, and polarization diffusion
but is also responsible for the terms describing steric re-
pulsion, effective attraction, and deviation of the local
kinetic temperature from the heat bath temperature.

Clearly, when the self-propulsion, v0, vanishes, the dis-
tribution function factorizes into a translational and an
orientational part and Eq. (7) can be reduced to the
Kramers equation describing the inertial passive colloidal
particles in equilibrium with a thermal bath.

III. HYDRODYNAMIC BALANCE EQUATIONS

To handle Eq. (11), which cannot be solved in general
even when Ω = 0, we derive the evolution equations for
a finite set of moments of the single-particle distribution
function (see also [31, 70]). The equations for the mo-
ments are obtained by multiplying Eq. (11) by a suitable
number of products of the velocity, v and of ê and in-
tegrating with respect to v, ê the evolution equation for
the distribution. In contrast with the hydrodynamical
treatment of passive fluids, where only (2 + d) variables
are considered, namely, the number and momentum den-
sities, and the kinetic temperature, the state space re-
quired to describe active systems is larger and it is nec-
essary to include the local polarization vector (that is the
polarization of the active force).

Even in the absence of interactions, the resulting set
of balance equations forms part of an infinite hierarchy.
As in the case of passive colloids, a truncation scheme
is necessary. Moreover, the presence of interactions in
Eq. (11), brings in an additional difficulty because the Ω-
term contains, through f2, the two-particle correlations.
Thus, one is faced with two problems: a) break the mo-
ments’ hierarchy and b) obtain an expression of the in-
teraction in terms of the moments of the single-particle
distribution and some known pair correlations.

To develop an active hydrodynamic theoretical descrip-
tion, we introduce the following local fields (depending
both on the position r and time t):

i) The local density, n = n(r, t):

n =

∫
dv dê f . (13)

ii) The local velocity, u = u(r, t),

nu =

∫
dv dê f v . (14)

iii) The local kinetic temperature, T = T (r, t),

nT =
m

d

∫
dv dê f (v − u)2 . (15)
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where the Boltzmann constant is set equal to 1.

iv) Following the current literature, the local polariza-
tion [10] vector, p = p(r, t) is:

p =

∫
dv dê f ê . (16)

The fields i), ii) and iii) are those usually accounted for
by the Hydrodynamics of passive particles while the field
iv) has an active origin. In order to derive an adequate
closure of the hydrodynamic equations, it is necessary
to write the balance equation for at least two additional
tensorial fields constructed combining the components of
orientation and velocity vectors:

n〈ê⊗ v〉r =

∫
dv dê f [ê⊗ v] (17)

and

n〈ê⊗ ê〉r =

∫
dv dê f [ê⊗ ê] , (18)

where the subscript 〈·〉r indicates that the ensemble av-
erages r still depend on the position of the fluid element.
Here and in the following, the symbol ⊗ stands for the
tensorial product, so that for instance ê⊗v is the matrix
of elements êj v̂i. Instead, the symbol : will be used to
denote the dyadic product between vectors or matrices.
We remark that the tensor 〈ê⊗ ê〉r is strictly related to
the quadrupole tensor employed in the treatment of over-
damped active particle systems [35, 71], whereas 〈ê⊗v〉r
is a tensor whose trace is proportional to the work per-
formed by the active force.

A. Balance equation for number, momentum,
kinetic temperature densities

We derive a set of balance equations for number and
momentum densities, and kinetic temperature by pro-
jecting Eq. (11) onto the Hilbert space spanned by the
functions 1,v,m(v−u)2/2, respectively, as usual for pas-
sive colloids. This procedure immediately leads to the
continuity equation by integrating Eq. (11) over velocity
and orientation degrees of freedom (in what follows, this
procedure will be simply called “integration”):

∂

∂t
n+∇ · (nu) = 0 , (19)

that expresses the density conservation. Here, we have
used that

∫
dv dêΩ = 0, because the interaction con-

serves the number of particles.
Projecting onto the v-element, i.e. multiplying

Eq. (11) by mv and integrating, leads to the momentum
balance equation:

m
∂

∂t
[nu] +m∇ · [nu⊗ u] +∇ ·P(K) −

−mB(v) = nfex +mγv0p−mγnu , (20)

while the equation for the kinetic temperature field is
obtained by multiplying Eq. (11) by m(v − u)2/2. In
that case, after not shown integrations and manipula-
tions, usual for passive liquids, we obtain:

d

2
n

(
∂

∂t
+ u · ∇

)
T + P(K) : ∇u +∇ · q(K) −B(vv)

= −γdn(T − T0) + γmv0 (n〈ê · v〉r − p · u) . (21)

Eqs. (19), (20) and (21) are the minimal set of equa-
tions necessary to describe the Hydrodynamics of pas-
sive colloids and are expressed in terms of the so-called
kinetic contributions and interaction terms. The term
P(K) = P(K)(r, t) represents the kinetic contribution to
the pressure tensor and reads:

P(K) = m

∫
dv dê f [(v − u)⊗ (v − u)] , (22)

while q(K) = q(K)(r, t) the one to the heat flux vector
defined as:

q(K) =
m

2

∫
dv dê f

[
(v − u)2(v − u)

]
. (23)

Finally, Eqs. (20) and (21) contain the interactions terms
(simply called B(·)) that are those involving the two-body
distribution through Ω. These terms account for the in-
teractions among particles and are defined as:

B(v) =

∫
dv dêΩv , (24)

and

B(vv) =

∫
dv dêΩ

m

2
(v − u)2 . (25)

In Eq. (20) the second, third, and fourth terms in the
l.h.s. represent a momentum flow. In the r.h.s., n fex and
γv0p are two sources of momentum due to the presence
of the external field and the active force, respectively. Fi-
nally, −mγnu represents the average solvent drag force
density which opposes the motion in the direction of the
velocity, while term −mB(v) is the internal force density.
It represents the rate of change of the momentum of the
active particles induced by their mutual interactions. In
passive systems, the Irving-Kirkwood theory [32] iden-
tifies such a force with the divergence of the pressure
tensor, P (the negative of the stress tensor) according to

∇ ·P(C) = −mB(v) . (26)

B(v), which vanishes in the bulk, i.e. under homogeneous
conditions, is a well-studied quantity in the case of pas-
sive particles. In the case of spherically repulsive inter-
particle interaction potential and when u = 0, the term
B(v) describes the repulsion that is solely due to the inho-
mogeneous density distribution. When the fluid velocity
is inhomogeneous, in addition to the hydrostatic contri-
bution to the pressure, B(v) contains also a viscous con-
tribution [72, 73]. The Irving-Kirkwood procedure [32]
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gives an explicit expression to derive this term. When all
terms on the right hand side of Eq. (20) are set to zero,
i.e. when the friction, the active force, and the external
force are suppressed, such an equation contains the same
physics as the Navier-Stokes equation (NSE) describing
a compressible viscous fluid in motion. In fact, in the
limit of small gradients, the pressure contributions can
be expressed in terms of the static pressure and the dy-
namical stress tensor via the strain rates. The dissipation
contained in the NSE is only due to the internal fric-
tion of the fluid, while here two additional mechanisms
of injection and dissipation of energy are present. The
first one, typical of colloidal suspensions, corresponds to
the interaction with the solvent, causing momentum sup-
pression and energy reinjection. The second mechanism
is the active force which injects momentum through the
term γv0p but randomizes orientation since ê follows a
stochastic evolution (ABP or AOUP models).

The kinetic temperature field T describes how the vari-
ance of the velocity distribution depends on the interac-
tions and the active force. The second, third and fourth
term in the l.h.s. of Eq. (21) are analogous to those of a
passive fluid and represent compressional work and heat
transport.

In particular, P(K) and q(K) are the kinetic contribu-
tions to the pressure tensor and to the heat flux, respec-
tively. Similarly, the B(vv) terms, representing the rate
of change of kinetic energy induced by the interactions,
can separated into a collisional heat flux contribution
and a term accounting for the viscous and compressional
work [29, 74]:

B(vv)=

∫
dv dê

(v − u)2

2
∇v ·

∫
dr′ dv′ dê′f2∇rU

= −P(C) : ∇u−∇ · q(C) . (27)

Such an equation defines the divergence of the field q(C),
the ”collisional component” of the heat flux, which in
the high-density regime becomes dominant over q(K) .
In the energy equation Eq. (21), the effect of the active
force is encapsulated in the last parenthesis. This term
is proportional to v0 and has an energetic interpretation:
it is nothing but the average work density (performed
by the active force) and acts as an additional source of
energy, usually larger than T0, i.e. the contribution of
the solvent.

B. Balance equation for the polarization field and
breaking of the moment hierachy

At variance with the Hydrodynamics of passive parti-
cles, the momentum balance equation (20) and the tem-
perature equation (21) involve two new fields, the po-
larization, p and 〈ê · v〉r, respectively. To fix them we
enlarge the set of hydrodynamic equations by projecting
the distribution f over ê and ê ⊗ v and obtain two ad-
ditional relations. First, multiplying Eq. (11) by ê and

integrating, we obtain balance equation for the polariza-
tion:

∂

∂t
p +∇ · (n〈v ⊗ ê〉r) = −1

τ
p , (28)

where we have used that
∫
dvdêΩ ê = 0. Equation (28)

explicitly depends on the two-body cross-correlation be-
tween particle velocity and active force v0〈v ⊗ ê〉r and
does not depend on the choice of the active force, being
the same both for ABP and AOUP models. As shown
by Cates & Tailleur, the equation for the polarization
brings in the key ingredient responsible for MIPS. Equa-
tion (28) reveals that the local polarization changes for
two reasons: the advection associated with the incoming
flux of particles carrying the active force with them, and
a sink term due to the reorientation of the polarization
after a typical time τ . The form of Eq. (28) suggests that
on a time scale t < τ , p remains approximately constant
and the polarization can be expressed as the divergence
of the tensor n〈v ⊗ ê〉r. To determine the latter quan-
tity, we need to consider the polarization flux equation,
which is obtained by multiplying Eq. (11) by v ⊗ ê and
integrating:

∂

∂t
[n〈v ⊗ ê〉r] +

∂

∂rk
(n〈vkv ⊗ ê〉r)−B(êv) =

fex

m
⊗ p

+v0γn〈ê⊗ ê〉r +
1

τ
u⊗ p− (γ +

1

τ
)n〈v ⊗ ê〉r , (29)

where the interaction contribution B(êv) = B(êv)(r, t) is
defined by the tensor

B(êv) =

∫
dvdêΩ ê⊗ v . (30)

This term represents the highly non-trivial contribution
of the interaction operator Ω to the êivj-moment equa-
tion. It describes the combined effect of self-propulsion
and steric repulsion and, in recent papers, it has been
termed “indirect interaction” [10]. Again, Eq. (29) does
not depend on the ABP or AOUP choice.

To close the moments hierarchy, we consider the equa-
tion for, 〈ê⊗ ê〉r, simply by multiplying Eq. (11) by ê⊗ ê
and integrating:

∂

∂t
[n(〈ˆ̂e⊗ ê〉r − I)] +∇ · [n〈v ⊗ ê⊗ ê〉r]− I∇ · (nu)

= −2

τ
n(〈ê⊗ ê〉r − 〈D〉r) (31)

By factorizing the averages of the products of three op-
erators in Eq. (31), neglecting the third order cumulant
and using the continuity equation, we find the following
relation between steady averages:

n〈ê⊗ ê〉r =n〈D〉r −
τ

2
∇ · (nu⊗ 〈ê⊗ ê〉r) (32)

− τ

2
∇ · [〈v ⊗ ê〉r ⊗ p + 〈v ⊗ p⊗ ê〉r] .
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By neglecting the gradient terms in Eq. (32), we get the
simpler approximation for 〈ê⊗ ê〉r:

〈ê⊗ ê〉r = 〈D〉r ≈ I . (33)

In the AOUP model, Eq. (33) is exact, while in the case of
ABP, we have used a further approximation valid in the
homogeneous phases, 〈D〉r ≈ 〈D〉. Now, Eq. (9) (which
holds also for ABP, after a suitable variable rescaling)
leads to the result. Further expressions involving gradi-
ent terms in the steady-state of 〈ê⊗ê〉r have been derived
for systems of overdamped ABP [75]. These more refined
treatments of 〈ê ⊗ ê〉r could be used in our theory, but,
here, we have employed the simplest closure since we will
consider only homogeneous rather than phase-separated
configurations.

To estimate the third-order moment in Eq. (29), we
employ a Gaussian ansatz analogous to the one employed
to obtain Eq. (32):

n〈v̂ ⊗ v ⊗ ê〉r ≈ I⊗ p
T

m
− u⊗ u⊗ p (34)

+n〈v ⊗ u⊗ ê〉r + nu⊗ 〈v ⊗ ê〉r

so that the following relation holds:

∇ · (n〈v ⊗ v ⊗ ê〉r) ≈ ∇⊗ p
T

m
−∇ · u⊗ u⊗ p

+∇ · [n〈v ⊗ u⊗ ê〉r + nu⊗ 〈v ⊗ ê〉r] . (35)

Plugging the approximation (33) in the steady-state ver-
sion of Eq. (29) and using Eq. (35), we get the following
relation for 〈ê⊗ v〉r:

n〈v ⊗ ê〉r =
τ

1 + τγ

[
γnv0I + B(êv) + (fex −∇T )⊗ p

m
(36)

+u⊗ p

τ
−∇ ·

(
n〈v̂ ⊗ u⊗ ê〉r + nu⊗ [〈v̂ ⊗ ê〉r − u⊗ p]

)]
.

which is our closure of the moment-hierarchy.

Summarizing the results of this section, we have obtained a set of balance equations for the first moments of the
distribution function:

∂tn = −∇ · (nu) (37a)

∂tT + u · ∇T +
2m

nd
γv0u · p = − 2

nd
(∇ · q + P : ∇u) + 2γ(T0 − T ) +

2γ

d
mv0〈ê · v〉r (37b)

∂tu + u · ∇u = − 1

mn
∇ ·P− γu +

fex

m
+

1

n
γv0p (37c)

∂tp +∇ · (n〈ê⊗ v〉r) = −1

τ
p . (37d)

where the symbols P and q are a compact notation for P(K) + P(C) and q(K) + q(C), respectively, and the term
〈ê⊗ v〉 and 〈ê · v〉 can be obtained by Eq. (37).

To proceed further, we need to develop a suitable closure
procedure to express the pressure, heat flux and B(ê,v) as
a function of the hydrodynamic moments and their gra-
dients. This task will require the estimate of the various
collisional contributions.

C. Closure of the BBGKY hierarchy for active
particles

Since Ω, given by Eq. (12), contains the two-particle
distribution function, f2, it is necessary to have an
approximation to determine how it can be expressed
in terms of the one-particle and two-particle proper-
ties of the system such as the configurational correla-
tion function. For passive systems, there are several ap-
proximations concerning f2 ranging from the Boltzmann
Stosszahl-ansatz [76] to the Enskog-like theories [77], to
the Kirkwood superposition approximation [78]. They

are not exact but, in many cases of interest, lead to fairly
good predictions both for hydrodynamic properties. In
active systems, the dependence of the distribution func-
tions on the orientation vector ê poses an extra challenge
to the effort of finding an accurate approximation for f2.
However, it is possible to resort to phenomenological ar-
guments to determine the form of B(êv). The seminal
idea was conceived by Tailleur and Cates [8] and elab-
orated by Speck [39] and more recently by de Pirey et
al. [79] within a model of active hard-spheres in infinitely
many dimensions. According to Ref. [39], in a homo-
geneous system of ABP, the conditional probability of
finding a second particle a distance r from a first parti-
cle fixed at the origin and having a fixed orientation ê is
axisymmetric with respect to ê and gives rise to a force
that opposes direct motion. Such an effect due to the
interplay between the self-propulsion and the repulsive
force can be represented as a force parallel to ê but hav-
ing a renormalized propagation speed: its value changes
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from v0, typical of isolated active particle, to a density-
dependent value [80]:

v[n] = v0

(
1− n

nc

)
, (38)

where nc is a constant with the dimension of a density
that is a function of the model parameters. How does this
phenomenological theory translate into the formalism of
this paper? Is it possible to choose a particular form of
f2 which is consistent with Eq. (38)? We give the fol-
lowing argument: let us consider first the single-particle
distribution f and then proceed to guess the form of the
f2 distribution function. Supposing that the first four
hydrodynamic moments are known, we can construct a
trial single-particle distribution having these moments by
the following ansatz:

ftrial = φMψ0

[
n+ p · ê + . . .

]
(39)

where φM = φM (v, r, t) is the local Maxwellian distribu-
tion that is defined by

φM =
md/2

(2πT )d/2
exp

(
−m
T

(v − u)2

2

)
(40)

and ψ0 = ψ0(ê) reads:

ψ0 =
1

(2π)d/2
e−

1
2 ê

2

. (41)

We remark that, in Eq. (39), we have neglected devi-
ations from the local Maxwellian velocity distribution
apart from those stemming from the polarization. This
assumption can be questioned in the case of phase sepa-
ration, while it is reasonable in homogeneous configura-
tions. However, still in the latter case, the largest effect
of the ê field is to distort the distribution function from
its Maxwellian form.

Now, we turn to the two-particle distribution and,
taking inspiration from Eq. (39), we approximate f2 =
f2(r, ê,v; r′, ê′,v′, t) by the following form:

f2 =φMψ0φ
′
Mψ
′
0 ×

×

[
nn′g2 + ê · 〈mρ′〉+ ê′ · 〈m′ρ〉+ . . .

]
, (42)

where the prime means that the observable is calcu-
lated at a phase-space point (r′,v′, ê′) that differs from
(r,v, ê). The fields ρ = ρ(r, t) and m = m(r, t) are de-
fined as:

ρ =

N∑
n

δ(r− rn(t)) , (43)

m ≡
N∑
n

ênδ(r− rn(t)) (44)

while g2 = g2(r, r′, t) represents the configurational pair
correlation function.

Once the form of g2(|r−r′|) is fixed, using the approxi-
mation (42) and the specific form of Ω given by Eq. (12),
it is possible to obtain closed expressions for the two col-

lisional terms B
(v)
i and B(vv). Such a task, normally

performed in the study of passive fluids with repulsive
interactions, is the subject of a vast literature [77, 81–83].

In the following, we shall approximate B
(v)
i and B(vv) by

the corresponding quantities of an elastic hard-disk sys-
tem. Instead, the evaluation of the B(êv) integral requires
the knowledge of orientational correlations which are not
normally considered in the studies of simple passive liq-
uids and involves the correlation term proportional to
ê · 〈m(r, t)ρ(r′, t)〉 in the square parenthesis of Eq. (42).
After defining the following marginal correlation:

nn′G2 ≡
∫
dv dv′f2 ≈

ψ0ψ
′
0 ×

[
nn′g2 + ê · 〈mρ′〉+ ê′ · 〈m′ρ〉+ . . .

]
it is possible to rewrite Eq. (30) as

mB(êv) = −n
∫
dê

∫
dê′ dr′n′G2 [ê⊗∇U ] , (45)

where we have integrated over the velocity degrees of
freedom. To go further, we need a prescription to eval-
uate the integral in Eq. (45) containing the pair corre-
lation function G2, whose detailed form is unknown. As
indicated by our parametrization, G2 contains a spher-
ically symmetric part g2 plus a contribution that de-
pends on the angles associated with ê, ê′ and the vec-
tor r′ − r. By symmetry arguments one sees that only
the ê · 〈m(r, t)ρ(r′, t)〉 term contributes to the integral
in Eq. (45). To obtain an expression for B(êv), we ap-
proximate the integral in Eq. (45) with the help of a
semi-empirical formula that has been proved for active
hard-spheres in infinitely many dimensions [79]:∫

dê

∫
dê′dr′n′G2 [ê⊗∇U ] ≈ mγv0

n

nc
I . (46)

Such an equation represents the integral of the interpar-
ticle force with the correlation of a particle with polar-
ization ê at r with a second particle at r′ [39, 79]. The
formula can be understood as follows: by balancing the
active force with the repulsive force we obtain the typical
scaling of the potential ∇U(|r − r′|) ≈ mγv0ê. On the
other hand, the pair correlation G2 is very peaked when
the two following conditions are satisfied: a) |r−r′|/σ ∼ 1
(where the two particles are at the distance of clos-
est approach being σ their effective diameter) and b)
(r′−r) ·(ê′− ê) < 0 corresponding to the case of a pair of
colliding particles. On the contrary, G2 is depleted when
two particles move apart.

To conclude, by inserting Eq. (46) into Eq. (45), we
obtain an approximate but explicit representation of the
collisional term:

B(êv) ≈ −γv0
n2

nc
I , (47)
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This result is consistent with the force closure employed
and recently reviewed by Speck [39], in the simpler case
of homogeneous configurations. Notice, that for a pas-
sive system, v0 = 0, this term vanishes being propor-
tional to the active force strength γmv0. Moreover, the
approximated expression for B(êv) depends quadratically
on the local density and is negative. Remarkably, B(êv)

is a non-gradient term, resulting from the correlations
between particles orientation and the pairwise repulsive
force.

Replacing B(êv) given by Eq. (47) in Eq. (37) , we
obtain the following self-consistent equation for the ele-
ments of the tensor 〈ê⊗ v〉r:

n〈v ⊗ ê〉r =
τ

1 + τγ

[
γnv[n]I +

fex

m
⊗ p−∇⊗ p

T

m
(48)

+u⊗ p

τ
−∇ ·

(
n〈v̂ ⊗ u⊗ ê〉r + nu⊗ [〈v̂ ⊗ ê〉r − u⊗ p]

)]
.

Such a result has a simple physical interpretation [80]:
at finite densities, collisions slow particles down, and
reduce the propulsion speed with respect to the value,
v0, of an isolated particle. At each collision, the com-
bined effects of persistent motion and excluded volume
lead to a temporary immobilization of a particle last-
ing a time τC ≤ τ . Thus, NC collisions occurring dur-
ing the propagation time τ at constant speed v0 reduce
the effective distance (i.e. the persistence length) trav-
elled during the persistence time τ , from ` = v0τ to
`′ = v0(τ − NCτC). The number of collisions, NC , is
roughly given by `/`MF , where the mean free path
`MF ∼ 1/nσ. Therefore, the effective density-dependent
propulsion speed becomes v[n] = `′/τ = v0(1 − v0στCn)
in agreement with Eq. (38) upon fixing nc ≈ v0στC .

1. Estimate of the collisional terms B(v) and B(vv)

We approximate the terms B(v) and B(vv), and the re-
lated tensors q and P featuring in Eqs. (37b) and (37c),
by the corresponding expressions of a passive suspensions
having the same density and temperature. Thus, in the
limit of small spatial variations, i.e. in weakly inhomo-
geneous active liquids, they are represented in terms of
gradients of the fields n, T and u. The contributions of
pressure tensor and heat flux vector stemming from the
direct interactions among the particles, i.e. the ones not
explicitly involving the self-propulsion, can be expressed
using the standard macroscopic Navier expressions for

the heat flux and momentum flux in terms of the hydro-
static pressure, the velocity gradients and the tempera-
ture gradient. This is because, at variance with previous
approaches, the effect of the active force is not simply
recast onto an additional stress contribution (leading to
the well-known swim/active pressure [71, 84, 85]), but
its dynamics are still explicitly considered on the same
footing as those of velocity and kinetic temperature fields
[86]. Hence, in the case of small velocity and temperature
gradients, we write:

q = −κ∇T (49)

P =

(
Ph −

(
ζ − 2

3
η

)
∇ · u

)
I− η

(
∇u +∇uT

)
, (50)

where κ is the thermal conductivity, η the dynamic vis-
cosity, ζ the so-called bulk viscosity and the superscript T
denotes the transpose of vectors or matrices. The symbol
Ph represents the hydrostatic contribution to the pressure
and, in equilibrium systems, it can be clearly identified
in terms of an ensemble average. In the present case,
it can be obtained in principle by evaluating the trace
of P(K) + P(C) when the temperature and the velocity
fields are uniform. For our scopes, we approximate such
a quantity by using the hard-disks equation of state of
Henderson [87]:

Ph(r) = nT
(1 + y2/8

(1− y)2

)
, (51)

where the effective temperature T ∗ includes the effect
of the active force and is defined later in Eq. (59) (see
the uniform solution reported in Sec. IV). The remain-
ing contributions to the pressure and heat flux involve
the transport coefficients, κ, ζ, η. which were fixed ac-
cording to the Enskog theory of hard-disks. In the fol-
lowing, it was practical to replace them with the shear
kinematic viscosity, the longitudinal kinematic viscosity
and the thermal diffusion coefficients defined as:

ν‖ =
1

mn0

(
4

3
η + ζ

)
(52a)

ν⊥ =
1

mn0
η (52b)

DT =
2

n0
κ . (52c)

After using the expressions (49) and (50)), the hydrody-
namic equations turn out to be:
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∂tn = −∇ · (un) (53a)

∂tT + u · ∇T +
2m

nd
γv0u · p =

2

nd
(κ∇2T−P : ∇u) + 2γ(T0 − T ) +

2γ

d
mv0〈ê · v〉r (53b)

∂tu + u · ∇u = − 1

mn

[
∇Ph −

(
ν‖ − ν⊥

)
∇(∇ · u)− ν⊥∇2u

]
− γu +

fex

m
+ γv0

p

n
(53c)

∂tp +∇ · (n〈v ⊗ ê〉r) = −p

τ
(53d)

where for compactness in Eq. (53b) we employed P given
by (50) . In this way, after eliminating 〈ê·v〉r and the ele-
ments of the tensor 〈ê⊗v〉r with the help of Eq. (48), the
hydrodynamic equations (53a)-(53d) are self-consistent
and depend solely on the number, density, temperature,
velocity and polarization densities fields. As in the case
of the Hydrodynamics of passive liquids, Eqs. (53a)-(53d)
are non-linear and apart from a few exceptions, their so-
lutions require numerical tools. For this reason, to ob-
tain some insight, we shall look at their linearized version
around a configuration describing a uniform active liquid.

IV. UNIFORM STEADY SOLUTIONS OF THE
TRANSPORT EQUATION

The solution of the coupled system of hydrodynamic
equations can only be achieved numerically, however, a
useful starting point, particularly relevant for our succes-
sive linear study, is to consider the stationary homoge-
neous state, where the system is subject only to a uniform
driving force field

fex = mγu , (54)

having introduced the uniform velocity u to ease the no-
tation. Linearizing around this state consists of restrict-
ing the validity of our theory to homogeneous active liq-
uids, excluding MIPS from the theoretical analysis. The
corresponding FPE for the probability f̄ = f̄(ê,v, t) for-
mally coincides with Eq. (7), upon replacing fex with
Eq. (54) and suppressing the spatial gradient terms in
view of our hypothesis of spatial uniformity:

∂

∂t
f̄ + γv0ê ·

∂

∂v
f̄= Laf̄ + (55)

+γ
∂

∂v

[T0
m

∂

∂v
+ (v − u)

]
f̄ + Ω̄ ,

where Ω̄ = Ω̄(ê,v, t) and La is still given by Eq. (8).
Notice that the coupling term in the l.h.s. between ê
and v is not symmetric. This setup corresponds to a
system of active particles (ABP or AOUP) subject to a
constant force field which induces a translation of the
center of mass of the fluid at a constant velocity u.

When Ω = 0, i.e. when the interaction is suppressed,
the exact steady-state solution of Eq. (55) can be ob-

tained in the case of AOUP and reads:

fu(ê,v) = N e−
βvv
2 (v−u)2− βee2 ê2−βev(v−u)·ê (56)

where N is a normalization factor and

βvv =
1

|Σ|

βee =
1

|Σ|
T0
m

(
1 +

mv20
T0

τγ

1 + τγ

)
βev = − 1

|Σ|

(
v0

τγ

1 + τγ

)
with

|Σ| ≡ T0
m

(
1 +

mv20
T0

τγ

(1 + τγ)2

)
.

This distribution formally corresponds to that of a free
active particle (See, here for a discussion [88]), and is
characterized by the following expectation values:

〈ê〉 = 0 (57a)

u =
fex

mγ
(57b)

〈ê⊗ ê〉 = I (57c)

〈ê⊗ (v − u)〉 = v0
τγ

1 + τγ
I (57d)

m

d
〈(v − u)2〉 = T0 +

mv0
d
〈ê · (v − u)〉 . (57e)

Although it is not possible to write the exact uniform
solution under the same form as Eq. (56) in the case of
interacting particles, one may insist on looking for it as
a multivariate Gaussian distribution. This idea is sup-
ported by particle-based numerical studies of both ABP
and AOUP at a high density which reveal the almost
Gaussianity of the single-particle velocity distribution
also in regimes of large persistence [69]. In practice, in
the homogeneous high-density configurations, the influ-
ence of the active force could be recast onto a renormal-
ization of the swim velocity, v0 → v[n], affecting the work
performed by the active force. In this way, we can include
the interaction just by modifying the coefficients of the
correlation matrix, i.e. Eq. (57d) and Eq. (57e) but not
Eq. (57c) (let us observe that the latter is consistent with
the closure employed for 〈ê⊗ ê〉r). This agrees with the
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assumption of Cates and Tailleur employed so far and
means that Eqs. (57d) and (57e) should be replaced by:

〈ê⊗ (v − u)〉 = v[n]
τγ

1 + τγ
I (58a)

〈(v − u)2〉 = d
T0
m

(
1 +

m

T0

τγ

1 + τγ
v0v[n]

)
(58b)

The expectation values derived in this section
(Eqs. (57a), (57b), (57c) and Eqs. (58b) and (58b),
taking fex = 0) characterize the homogenous steady-
state around which we linearize the hydrodynamic
equations.

V. LINEARIZED HYDRODYNAMICS

The theory formulated by Landau and Lifshitz in 1957
allows studying the fluctuations of the hydrodynamic
fields around their averages [89]. It consists of linearizing
the equations for the fields about their bulk values and
study their small deviations when stochastic fluxes to the
stress tensor and heat flux are added. The amplitudes of
the noise terms are determined by the temperature and
the transport coefficients of the fluid. In the following,
for simplicity, we do not consider the contribution from
the stochastic heat flux, but instead, include a stochastic
polarization flux to capture the fluctuations of the active
force.

First, we resort to a linearization scheme to simplify
the structure of Eq. Eq.(48) and Eqs. (53a)-(53d). The
linearization is performed around the stationary homo-
geneous state, where the hydrodynamic fields (according
to the results of Sec. IV) take the values n = n0, T = T ∗

, u = 0 and p = 0, where we have defined the effective
temperature, T ∗, for notational convenience:

T ∗ = T0 +m
τγ

1 + τγ
v0v[n] . (59)

We stress that T ∗ takes contributions from both the ther-
mal agitation induced by the surrounding fluid bath and
both the active force [90]. As discussed before, the lat-
ter includes a phenomenological density-dependence [8].
Since in active colloidal and bacterial suspensions, T0 �
mv20 [3] the effective temperature is usually dominated
by the active contribution. However, it is useful to keep
the thermal contribution, since it yields the correct pas-
sive limit when v0 → 0. We remark that our choice of
the steady-state and T ∗ is not arbitrary but, in the case
of isotropic homogeneous active fluids, follows from the
assumptions made.

To proceed further, we linearize the term 〈ê ⊗
v〉r in Eq. (48) around the uniform steady-state
(Eqs. (57a), (57b), (57c) and (58b). Keeping only terms
linear in the fluctuations, Eq. (48) is approximated as:

〈ê⊗ v〉r ≈
τγ

1 + τγ
v[n]

[
I− τ

(1 + τγ)
(I∇ · u +∇⊗ u)

]
− τ

1 + τγ

T ∗

n0m
∇⊗ p . (60)

The structure of the hydrodynamic equations suggests
separating the contribution of transverse and longitudi-
nal components both for velocity and polarization fields,
namely u⊥, u‖ and p⊥, p‖, to take advantage of the
decomposition into curl-free and divergence-free compo-
nents. In this way, the linearization about the steady-
state (using also Eq. (60)) leads to a couple of equations
for u⊥ and p⊥, that are not affected by the other fields:

∂tu⊥ = ν⊥∇2u⊥ − γu⊥ +
1

n0
γv0p⊥ (61a)

∂

∂t
p⊥ =

τγ

1 + τγ

[ T ∗
mγ
∇2p⊥

]
− 1

τ
p⊥ . (61b)

The form of the equations for the longitudinal fields sug-
gests defining the following quantities to simplify the cal-
culations:

ψ ≡ ∇ · u‖ , (62a)

φ ≡ ∇ · p‖ . (62b)

Taking the divergence of Eqs. (53c) and (53d) and linearizing about the homogeneous state (using also Eq. (60)),
in the case of a two-dimensional system (d = 2), we obtain the following set of four coupled equations for n, T , ψ, φ:

∂tn = −n0ψ (63a)

∂tT =
1

n0

(
κ∇2T − Phψ

)
+ 2γ

(
(T ∗ − T )− mv0

2

τγ

1 + τγ

(
2v0

δn

nc
+

T ∗

mn0γ
φ

))
− 3mv0v[n]τ2γ2

(1 + τγ)
ψ (63b)

∂tψ = − v
2
s

n0
∇2n− αv2s∇2T + ν‖∇2ψ − γψ +

1

n0
γv0φ (63c)

∂

∂t
φ = − τγ

1 + τγ

((
v[n]− v0

n0
nc

)
∇2n− T ∗

mγ
∇2φ− 2

τ

1 + τγ
n0v[n]∇2ψ

)
− 1

τ
φ , (63d)

where we have introduced the sound speed, vs,

v2s =
1

m

[
∂Ph
∂n

]
T

, (64)

the thermal expansion coefficient α,

α = − 1

n0

[
∂n

∂T

]
P

, (65)
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and used the following thermodynamic identity:

1

mn0

[
∂Ph
∂T

]
V

= α v2s . (66)

It is convenient to evaluate the two sets of Eqs. (61a)-
(61b) and Eqs. (63a)-(63d) in the Fourier reciprocal
space. The solutions depend on the phenomenological
parameter nc, and the transport coefficients, such as the
transverse and longitudinal viscosities ν⊥ and ν‖, and

the sound speed v2s . Additional parameters, such as the
thermal expansion coefficient α and the thermal conduc-
tivity κ, appear because of the coupling between velocity
and temperature fields. Since, to the best of our knowl-
edge, there are no analytical expressions for the trans-
port coefficients of active liquids, we resorted to a dras-
tic but clear choice for their estimate. To fix all these
quantities, we employed one of the theories of major suc-
cess dealing with the hard-disk systems assimilating the
steric effects of the interacting active particles to those of
two-dimensional disks and treated the contribution of the
self-propulsion as an additive effect. Although this choice
is somehow arbitrary, it should give reasonable informa-
tion about the relative importance of the transport coeffi-
cients in the expressions for the correlations. As shown in
Appendix A, these parameters contain the activity only
via T ∗ (Eq. (59)), so that they show a strong dependence
on v0, while τ and γ play a marginal role. For high den-
sity, we expect that the thermal expansion coefficient,
α, remains small in such a way that, in Eq. (63c), the
coupling term between velocity and temperature fields,
that is ∼ αv2s is weak. The argument sketched here is
described in detail in Appendix B where the explicit ex-
pression of α is reported. With this simplification which
leads to more clear and transparent results, we assume
that the temperature field effectively decouples from the

remaining longitudinal modes so that the 4 × 4 linear
system given by Eqs. (63a)-(63d), is reduced to a 3 × 3
problem, namely Eqs. (63a), (63c) and (63d) with α = 0.

VI. FLUCTUATING HYDRODYNAMICS

To solve the linear system of partial differential equa-
tions for the deviations δa = a− a of the hydrodynamic
fields from their homogeneous value, a, we consider their
Fourier transforms (denoted by hat-symbols):

δâ(k, t) =

∫
dr δa(r, t)e−ik·r . (67)

where we used the following compact notation:

δâ(k, t) = {δn̂(k, t), ψ̂(k, t), φ̂(k, t), û⊥(k, t), p̂⊥(k, t)} .

The transverse modes of velocity and polarization fields
read:

û⊥(k) = k̂⊥ · û(k) , (68a)

p̂⊥(k) = k̂⊥ · p̂(k) , (68b)

where k̂⊥ is a unit vector such that k̂⊥ · k̂ = 0. Following
the methods of the fluctuating Hydrodynamics, we study
the fluctuations of the hydrodynamic fields by consider-
ing the stochastic equations obtained by adding suitable
noise sources to Eqs. (61a)-(61b) and Eqs. (63a)-(63d).
These equations in Fourier representation read:

d

dt
δâ(k, t) = −M(k) · δâ(k, t) + ξ̂(k, t) , (69)

where the matrix M(k) is made up of two blocks and has
the following representation:

M =


0 n0 0 0 0

− v2s
n0
k2 γ + ν‖k

2 − 1
n0
γv0 0 0

− τγ
1+τγ

(
v[n]− v0 n0

nc

)
k2 2

γ ( τγ
1+τγ )2n0v[n]k2 1

τ + T∗

mγ
τγ

1+τγ k
2 0 0

0 0 0 γ + ν⊥k
2 − 1

n0
γv0

0 0 0 0 1
τ + T∗

mγ
τγ

1+τγ k
2

 . (70)

The term ξ̂(k, t) is a noise field that models the contri-
bution of both the stochastic thermal forces due to the
interaction with the solvent and the fast degrees of free-
dom (viz. the higher moments) which are not accounted
for in the hydrodynamic description. We fix the noise by
requiring that, when the active force vanishes (v0 = 0),
the steady-state velocity fluctuations reduce to those cor-
responding to an equilibrium system. In other words, we
assume that the fluctuation-dissipation theorem holds in
the reference passive system. The derivation of this prin-

ciple is described in detail in Appendix C both for the
longitudinal and the transverse fields. According to this
principle the noise has the following properties:

〈ξ̂(t,k)〉 = 0

〈ξ̂(t,k)⊗ ξ̂(t′,−k)〉 = 2D(k)δ(t− t′) ,

where ξ̂ has the same number of components as â and the
effective diffusion matrix D is diagonal with the following
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non-vanishing elements:

Dψψ =
T0
m
k2(γ + ν‖k

2) (71a)

Dφφ = n20

(1

τ
+
T ∗

mγ

τγ

1 + τγ
k2
)v[n]

v0
k2 (71b)

D⊥uu =
T0
m

(γ + ν⊥k
2) (71c)

D⊥pp = n20

(1

τ
+
T ∗

mγ

τγ

1 + τγ
k2
)v[n]

v0
. (71d)

The validity of the fluctuation-dissipation theorem only
constrains the noise correlations in the equilibrium limit
v0 → 0. In principle, in the active case, the hydrody-
namic noise could have different expressions for the dif-
fusion matrix and even non-white time-correlations (for
instance if a strong separation of scale is lacking, between
fast and slow variables). A systematic coarse-graining
procedure that derives rigorously the properties of the
noise starting from the full Fokker-Planck equation of
the system (Eq. (7)) is typically very difficult and cer-
tainly beyond our scope. Historical examples have been
obtained in the case of molecular fluids [91–93], granular
fluids [94], and lattice models [95, 96].

VII. EQUAL-TIME CORRELATIONS

After fixing the diffusion matrix with elements Dαβ ,
the equal-time (stationary) correlations in Fourier space,
defined as

C(k) = 〈δâ(k)⊗ δâ(−k)〉 , (72)

may be determined by solving the Lyapunov equations
associated with the dynamics (69):

M(k) ·C(k) + C(k) ·MT (−k) = 2D . (73)

Hereafter, we restrict to the velocity-velocity spatial cor-
relation evaluating separately transverse and longitudi-
nal components as suggested by the block-structure of
the matrix M.

A. Transverse equal-time correlations

Considering the lower-right block of the matrix (70),
M⊥, we determine the Fourier transform of the equal-
time velocity-velocity transverse correlations, C⊥(k), de-
fined as:

C⊥(k) = 〈|û⊥(k)|2〉 . (74)

For the sake of conciseness, in the following we shall de-
note by ⊥ and ‖ the transverse and longitudinal elements
of the tensors. The details of the calculations are re-
ported in Appendix C and lead to the formula:

C⊥(k) ≈ T0
m

+
v0v[n]τγ

1 + τγ

1

1 + ξ2⊥k
2
, (75)

where ξ⊥ is the correlation length associated with the
transverse mode of the spatial velocity correlation, which
reads:

ξ2⊥ =
τγ

1 + τγ

[
τ

γ

1

1 + τγ

T ∗

m
+
ν⊥
γ

(
2 +

1

τγ

)]
. (76)

C⊥(k) displays an Ornstein-Zernike form, viz. decays ex-
ponentially in real space, a property not having an equi-
librium counterpart. Indeed, in the thermal limit, v0 → 0
or τ → 0, the k-dependence in Eq. (75) disappears and
the amplitude of C⊥(k) is simply T0/m, as expected at
equilibrium. When γτ � 1, inertial effects induce a sim-
ilar suppression of the spatial ordering. The spatial ve-
locity correlations become irrelevant when the so-called
active temperature is smaller than the solvent tempera-
ture, i.e. v20τγ � T0/m (see Eq. (75)). The expression
of ξ⊥ contains two distinct contributions: i) the “ther-
mal” one, which depends on T ∗ and, thus, both on swim
velocity and solvent temperature (usually v20 � T0/m in
active colloids); ii) the second one proportional to the
transverse viscosity ν⊥. According to the estimates of
Appendix A, the dependence on τ appears only explic-
itly both in Eq. (75) and Eq. (76) because ν⊥ and T ∗ are
τ -independent:

In the overdamped limit, τγ � 1, ξ⊥ does not vanish
showing that the presence of a finite correlation length is
not a consequence of the inertial dynamics. Specifically:

lim
γτ�1

ξ2⊥ ≈
v0v[n]

γ2
+ 2

ν⊥
γ
, (77)

where we used Eq. (59) to eliminate the temperature T ∗

and neglected the small contribution T0. In the dense
regime, we expect that the term proportional to ν⊥ domi-
nates because the viscosity grows with the packing faster
than the first term. Equation (77) has an explicit de-
creasing dependence on γ: the larger the friction, the
smaller ξ⊥. Interestingly, ξ⊥ does not depend on τ (ν⊥
is τ -independent), a prediction almost in agreement with
recent observations made by Szamel et al. who numer-
ically studied the transverse correlation length of active
liquids in particle-based simulations (in the overdamped
regime) [25].

It is instructive to evaluate Eq. (76) in the opposite
inertial limit, τγ � 1, assuming that the active temper-
ature remains larger than the thermal temperature. In
this case, the expression for ξ⊥ reads:

lim
γτ�1

ξ2⊥ ≈ τ2v0v[n] +
ν⊥
γ
. (78)

In this limit, the term ∝ ν⊥ in the expression of ξ⊥ is still
τ -independent while the first term scales as ∼ τ . Again,
one could expect that the ν⊥ term is dominant because of
its dependence on the packing fraction although particle-
based simulations have yet to be performed, in this case.
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B. Longitudinal equal-time correlations

The longitudinal spatial velocity correlation, defined
by

C‖(k) = 〈|û‖(k)|2〉 , (79)

is obtained by solving Eq. (73) considering the reduced
3×3 problem, employing the matrix M‖(k) given by the
upper left block of the expression (70). Going back from
ψ to u⊥, we obtain (see Appendix C):

C‖(k) =
T0
m

+
v0v[n]

1 + 1
τγ

1

1 + ξ2‖k
2

(80)

where ξ‖ is the correlation length associated with the
longitudinal modes of the velocity field, that reads:

ξ2‖ =
τγ

1 + τγ

[
T ∗

mγ2
τγ

τγ + 1
+
ν‖

γ2

(
2γ +

1

τ

)

+ 2
τ

γ
v0v[n]

(
τγ

1 + τγ

)2

+
τ

γ
v2s

]
.

(81)

Likewise C⊥(k), also C‖(k) has an Ornstein-Zernike form
corresponding to an exponential-like decay in real space
and becomes k-independent both in the thermal equilib-
rium limit, v0 → 0, and in the inertial limit, τγ � 1.
The major difference between Eq. (75) and Eq. (80) re-
lies in the dependence of the two correlation lengths ξ⊥
and ξ‖ on the control parameters. The expression for ξ‖
contains four terms: the first three are similar to those of
the expression for ξ⊥ and depend on T ∗, v20 and the lon-
gitudinal kinematic viscosity, ν‖; the last term is deter-
mined by the sound speed, vs which has been estimated
in Appendix A and that does not depend on τ .

In the overdamped limit, τγ � 1, the longitudinal
correlation length assumes a simpler form:

lim
γτ�1

ξ2‖ =
τ

γ

(
v2s + 2v0v[n]

)
+ 2

ν‖

γ
+

T ∗

mγ2
≈ τ

γ
v2s . (82)

While all terms ( provided v[n] > 0) represent positive
contributions to ξ‖, the v2s term becomes dominant be-
cause it has the fastest increase when the packing frac-
tion becomes large. The coherence length, ξ‖, displays
a strong dependence on the persistence time, scaling as
∼
√
τ , a result in agreement with the numerical results

by Szamel et al. [25] based on particle simulations. In-
terestingly, this prediction is also in accord with the mi-
croscopic theory developed for the case of active solids
where v2s is proportional to the second derivative of the
interaction potential calculated at the lattice constant of
the solid.

Finally, we discuss the expression for ξ‖ in the under-
damped regime, τγ � 1, always assuming that the active
temperature is larger than the solvent temperature:

lim
γτ�1

ξ2‖ =
ν‖

γ
+ τ2v2s ≈ τ2v2s . (83)

Equation (83) shows that, in this case, ξ‖ has a faster
growth with τ than in the overdamped regime, where
ξ‖ ∼

√
τ . The linear scaling obtained in the inertial

regime agrees with the numerical and theoretical re-
sults obtained by particle-simulations in inertial active
solids [24] while further numerical studies are needed to
check this result in inertial active liquids.

The above discussion shows that the main difference
between liquid and solid (both in overdamped and un-
derdamped regimes) is the presence of a much shorter
velocity correlation length of the transverse modes with
respect to the longitudinal length, ξ‖ � ξ⊥. Indeed, the
solid supports traveling waves of both transverse and lon-
gitudinal type, while through the bulk of a fluid (liquid
or gas) only longitudinal waves can propagate. If the
medium is not rigid (fluids), the particles will slide past
each other and will not generate a transverse wave but
only a diffusive momentum propagation (the shear diffu-
sion mode).

VIII. DYNAMICAL CORRELATIONS

The study of the time-dependent correlations reveals
some new interesting aspects of the dynamics of the ac-
tive system at hand. The dynamical structure factors,
defined as

S(k, ω) = 〈δã(k, ω)⊗ δã(−k, ω)〉 (84)

are obtained by solving Eq. (69), in the frequency do-
main:

M̃(k, ω) · δã(k, ω) = ξ̃(k, ω) , (85)

with M̃(k, ω) = iωI + M(k). The vectors ξ̃(k, ω) and

δã(k, ω) are the time-Fourier transform of ξ̂(k, t) and
δâ(k, t), respectively. The latter is defined as:

δã(k, ω) =

∫ ∞
−∞

dt δa(k, t)e−iωt , (86)

where ω is the frequency and a similar definition holds for
the vector of noise, ξ̃(k, ω), characterized by zero average
and the following correlations:

〈ξ̃(k, ω)⊗ ξ̃(−k, ω′)〉 = 2D(k)δ(ω + ω′) , (87)

with the matrix D introduced in Sec. VII. Multiplying

Eq. (85) on the left by M̃−1(k, ω) and on the right by
δãT (−k,−ω) and averaging over the noise, we obtain the
matrix of dynamical structure factors:

S(k, ω) = 〈M̃−1(k, ω) ·
[
ξ̃(k)⊗ δãT (−k,−ω)

]
〉

= 2 M̃−1(k, ω) ·D(k) · [M̃T (−k,−ω)]−1 ,
(88)

where in the last equality we have used the Hermi-
tian conjugate of Eq. (85) and the relation (87). Back-
transforming from ω to t, we obtain the two-time correla-
tion structure factors in the (k, t) representation, namely
the matrix of intermediate scattering functions F(k, t).
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FIG. 2. Eigenvalues of the dynamical matrix M versus
wavenumber k (to get an idea of lengthscales, we recall that
the effective diameter of particles is set to σ = 1). We also
recall that positive real parts indicate fluctuations that de-
cay in time, i.e. stable modes while imaginary parts denotes
the presence of propagating waves. As discussed in the text,
four different regions, marked by vertical black dotted lines,
are identified. At very small k (region I) all eigenvalues are
real and they tend, for k → 0, to 0, γ, 1/τ (for λ0,λγ and λτ
respectively). The values of the parameters are: n0 = 0.7,
nc = 2, γ = 4, τ = 5, m = 1, d = 2, v0 = 10, T0 = 0.1. The
analytical prediction Eqs. (90a)-(90c) holds only in region I.

A. Hydrodynamic spectrum

Before delving into the discussion of the dynamical
structure factor, we consider the dependence of the eigen-
values of M as a function of the wavevector k and the
control parameters. In simple liquids, each eigenvalue
of the dynamical matrix is associated with a particular
fluctuation such as a sound mode or a shear mode. It
might be tempting to extend such correspondence to the
active case, including two additional eigenvalues associ-
ated with the fields p‖ and p⊥. However, as the analysis
(see Sec.VIII C) of the intermediate scattering functions

demonstrates, in active liquids these identifications be-
come unclear, since the relaxation of each hydrodynamic
fluctuation is determined by more than one eigenvalue.

We first obtain the eigenvalues associated with the
transverse fluctuations from M⊥ (the lower right 2 × 2
block of M in (70)). They are real and positive for any
choice of the parameters:

λ⊥γ (k) = γ + ν⊥k
2 . (89a)

λ⊥τ (k) =
1

τ
+

τγ

1 + τγ

T ∗

mγ
k2 . (89b)

In passive liquids, the eigenvalue λ⊥γ (k) describes shear
waves and is associated with the diffusion of the com-
ponent of the momentum orthogonal to the direction of
a propagating signal. At variance with simple (inviscid)
liquids [78], this eigenvalue does not vanish as k → 0 due
to the presence of the solvent drag force proportional to
γ and grows as k2 with a coefficient given by the shear
kinematic viscosity, ν⊥, that in the present treatment
depends on the active force through T ∗. However, the
second eigenvalue, λ⊥τ (k), describes a transverse polar-
ization fluctuation that has not a passive counterpart.
As we shall see below, this eigenvalue is important to
understanding how the velocity field relaxes. We remark
that the k2-terms both in Eqs. (89a) and (89b) do not
increase with τ in the overdamped regime but their am-
plitudes are mostly determined by v0. In the overdamped
regime, we have the following inequality: λ⊥γ (k)� λ⊥τ (k)
(while in the inertial regime the opposite relation holds),
a property that will influence the dynamic properties.

We turn, now, to the longitudinal modes by solving the
eigenvalue problem for M‖ (the upper left 3× 3 block of
M in (70)). When k = 0 and v0 = 0 (passive limit), one
can unambiguously identify a λ0-mode which describes
a density fluctuation, and a λγ-mode with a momentum
fluctuation. In the active case, an additional polarization
fluctuation will be described by a third eigenvalue λτ
without a passive counterpart which will be crucial also
for the decay of velocity fluctuations. At first, we obtain
perturbatively the longitudinal eigenvalues by expressing
them as an expansion in powers of k around the k = 0-
values, namely 0, γ, 1/τ (for λ0, λγ and λτ respectively).
Up to quadratic order, we find the following real and
positive expressions:

λ0 ≈

[
v2s
γ

+
v0
γ

τ2γ2

1 + τγ

(
v[n]− v0

n0
nc

)]
k2 (90a)

λγ ≈ γ −

[
v2s
γ
− ν‖ +

v0

γ − 1
τ

[
2

(
τγ

1 + τγ

)2

v[n]− τγ

1 + τγ

(
v[n]− v0

n0
nc

)]
k2 → γ − v2s

γ
k2 (90b)

λτ ≈
1

τ
+

[
T ∗

mγ

τγ

1 + τγ
+

v0(
γ − 1

τ

) (2

(
τγ

1 + τγ

)2

v[n]− τ2γ2

1 + τγ

(
v[n]− v0

n0
nc

))]
k2 → 1

τ
− v0v[n]τ2γk2 , (90c)
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FIG. 3. Dynamical properties of the transverse modes.
Main panel: transverse velocity intermediate scattering func-
tion F⊥(k, t) versus t for three different values of k for both
for active (A) and passive (P) cases. The four solid curves are
obtained by the exact formula (92) and the two exponentials

e−γt (expected for passive liquids) and e−t/τ , are plotted as

dashed and dotted-dashes lines. Inset: S‖(k, ω) as a function
of ω and fixed k according to the legend of the main panel.
Both F⊥(k, t) and S‖(k, ω) has been normalized with their
values at t = 0. The values of the parameters are the same
as in Fig. 2.

where after the symbol → we have written the dominant
contributions in the overdamped regime, τγ � 1. The
approximate expressions (90a), (90b) and (90c) are not
valid for values of k above a certain threshold where the
eigenvalues become complex. To explore these regimes,
Fig. 2 shows the three eigenvalues as a function of k for a
particular (but relevant) choice of the control parameters,
corresponding to an overdamped system (τγ � 1) with a
large active force such that, mv20 � T0. Bearing in mind
that positive real parts provide stable modes, i.e. fluctu-
ations that decay in time, while imaginary parts denote
the presence of propagating waves, we identify four dif-
ferent regimes labeled with Roman numerals (we do not
explore larger values of k because our theory only applies
to small gradients). We employ three different colors to
identify each eigenvalue and distinguish real and imagi-
nary parts using solid and dashed lines, respectively.

For the smallest values of k (region I), the longitudi-
nal eigenvalues are real and positive and are roughly de-
scribed by the predictions (90a), (90b) and (90c). Start-
ing from their values at k = 0 (0, γ, 1/τ), they remain
distinct: while the λ0-mode represents a diffusive mode
(with diffusion constant ≈ v2s/γ), both the fluctuations
associated with λγ and λτ decay in time at a finite
rate even when k = 0. The eigenvalue λγ decreases
with k proportionally to −v2s/γ, while λτ decreases as
−v0v[n]τ2γk2 (see the inset of Fig. 2). Remarkably, the
active force affects the longitudinal eigenvalues through
the T ∗ dependence in the transport coefficients (as in

the transverse case), but the expression for λτ decreases
faster for increasing τ at variance with λ⊥τ . This differ-
ence reflects the one occurring between ξ‖ and ξ⊥ in the
overdamped case (see Eq. (82) and Eq. (77)).

Region II is different because the λ0 and λτ modes
(red and green curves) mix and give rise to a pair of un-
derdamped compression/polarization waves propagating
in opposite directions (as they have opposite imaginary
parts) but decaying at the same rate (see the inset of
Fig. 2). As k increases, the real parts of λ0 and λτ in-
crease too. The mode associated with λγ instead main-
tains its identity and stays real and positive, showing a
slow decrease. Region III is again characterized by three
distinct real modes: λ0 and λγ monotonically decreasing,
while λτ increases until it crosses λγ . Finally, in region
IV, the two modes associated with λγ and λτ give birth
to a pair of underdamped waves propagating in opposite
directions and having a large adsorption rate, while the
λ0-mode is again real.

It is perhaps useful to recall the scenario in the pas-
sive case, v0 = 0. In this case the λτ mode is positive,
completely decoupled, increases quadratically with k and
remains always real. The other two eigenvalues, say λ̃0
and λ̃γ are real both below a threshold k1 ≈ γ/(2vs)

and above the value k2 = 2vs
ν‖

√
1− ν‖/2v2s . Between

k1 and k2, the modes are complex and represent un-
derdamped compression waves propagating in opposite
directions. They result from the coupling between den-
sity and the momentum, like sound waves in ordinary
liquids, and exist even in the presence of friction, γ > 0.
On the other hand, in active systems, the polarization-
mode (the one corresponding to λτ = 1/τ at k = 0) may
couple with the other two modes and sustain propagat-
ing waves which have a much lower damping rate than
the corresponding waves in the reference passive system.

B. Transverse dynamical velocity-velocity
structure function

The transverse velocity-velocity dynamical structure
factor, S⊥(k, ω), can be easily obtained by solving
Eq. (88) with M⊥ (lower-right 2× 2 block of M):

S⊥(k, ω) = 2v0v[n]
γ2λ⊥τ

(λ⊥γ )2 − (λ⊥τ )2
1

ω2 + (λ⊥τ )2
(91)

+

(
2T0
m

λ⊥γ + 2v0v[n]
γ2λ⊥τ

(λ⊥τ )2 − (λ⊥γ )2

)
1

ω2 + (λ⊥γ )2
.

This observable has a simple form being the sum of two
Lorentzians each associated with one of the two trans-
verse eigenvalues, λ⊥γ (k) and λ⊥τ (k) given by Eqs. (89b)

and (89a), respectively. Multiplying by eiωt/2π and inte-
grating with respect to ω, we obtain the time-dependent
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FIG. 4. Longitudinal velocity structure function S‖(k, ω)
versus ω for different values of k for an active liquid (panel (a))
and a passive liquid (panel (b)). The values of the parameters
are: n0 = 0.7, nc = 2, τ = 5, m = 1, d = 2, v0 = 10, T0 = 0.1,
γ = 4, with v0 = 10 and v0 = 0 in active and passive cases,
respectively.

intermediate scattering function:

F⊥(k, t) =

[
T0
m
− γ2v0v[n]

(λ⊥γ )2 − (λ⊥τ )2
λ⊥τ
λ⊥γ

]
e−λ

⊥
γ |t|

+
γ2v0v[n]

(λ⊥γ )2 − (λ⊥τ )2
e−λ

⊥
τ |t| ,

(92)

which decays as a linear combination of two time-

exponentials, e−λ
⊥
γ |t| and e−λ

⊥
τ |t|, whose relative weight is

mainly controlled by the ratio λ⊥τ /λ
⊥
γ (because T0 is usu-

ally negligible). The leading term in Eq. (92) depends on
the choice of the parameters: in the inertial active regime,
τγ � 1, the first term is dominant since λ⊥γ � λ⊥τ while,
in the overdamped active regime, τγ � 1, only the expo-
nential with rate λ⊥τ survives because λ⊥γ � λ⊥τ . Instead,

in passive liquids, where v0 = 0, F⊥(k, t) ∼ e−λγt. This
is shown in Fig. 3 where F⊥(k, t) is reported for different
values of k and the same choice of parameters as Fig. 2
corresponding to the overdamped regime (in the inset of
Fig. 3 the corresponding S⊥(k, ω) is plotted as a function
of ω). For active liquids (v20 � T0/m), our plot shows
that the relaxation of F⊥(k, t) is mainly determined by
λτ , which is ∼ 1/τ in the small-k limit. At variance
with passive liquids, a k-dependence is observed in the
active case in agreement with the correlation length of
the spatial velocity correlation discussed in Sec. VII. We
conclude that the intermediate transverse velocity struc-
ture function decays more slowly (at a rate ∼ 1/τ) than
the corresponding quantity in the passive case (v0 = 0)
whose decay rate is ∼ γ, as illustrated in Fig. 3.

C. Longitudinal dynamical velocity-velocity
structure function

The discussion concerning the longitudinal modes is
algebraically more involved than the one regarding the
transverse modes, but follows similar lines. By using
Eq. (88) with M‖ (the upper left 3 × 3 block of M in
(70)), we can express the density-density structure fac-
tor, Snn(k, ω), in terms of the longitudinal eigenvalues
λ0, λτ , λγ according to the following formula:

Snn(k, ω) = 2n20k
2

[
T0

m (γ + ν‖k
2)

(
ω2 +

(
1
τ + T∗

mγ
τγ

1+τγ k
2
)2)

+ γ2v0v[n]
(

1
τ + T∗

mγ
τγ

1+τγ k
2
)]

Π3
α=1

[(
ω + =(λα)

)2
+
(
<(λα)

)2] (93)

where <(λα) and =(λα) represent the real and imaginary
part, respectively, of the eigenvalue λα with α = (0, γ, τ).
To gain better insight into the dynamics of the model,
we inspect Eq. (93). In regions I and III of Fig. 2,
Snn(k, ω), as a function of ω, is a linear combination
of three Lorentzians. Instead, in regions II and IV, the
dynamic structure factor may in principle develop three
distinct peaks at ω = 0 and ω ≈ ±Im (λC) where λC is
one of the two complex conjugate eigenvalues in regions
II and IV. The width of these peaks is approximately
given by |Re(λC)|. However, when the damping is large
(τγ � 1) well-separated peaks are hardly observable be-
cause the real part of the eigenvalues is very large.

Let us go back to the main object of our investiga-
tion, namely the longitudinal velocity-velocity correla-

tion function S‖(k, ω). This observable can be obtained
by Eq. (93) through the general relation:

S‖(k, ω) =
1

n20

ω2

k2
Snn(k, ω) . (94)

Since this formula depends on a variety of parameters, we
shall limit ourselves to illustrate the behavior of S‖(k, ω)
for a special selection as shown in Fig. 4 (a) and (b) for
active and passive particles, respectively. We vary ω in
correspondence of several values of k and explore the re-
gions represented in Fig. 2. In the active case, after a
small-ω regime which depends on k, a maximum in ω
is approached and, then each S‖(k, ω) shows a similar
k-independent decay. As k increases, the height of the
maximum as a function of ω decreases, and the peak
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FIG. 5. Longitudinal density intermediate scattering func-
tion Fnn(k, t) (normalized with Fnn(k, 0)) versus t for differ-
ent values of k (solid lines). The dashed lines are obtained
by plotting e−λ0t and colored according to the legend except
for k = 10−3 where this curve is reported in black for pre-
sentation reasons. Dotted black lines (superimposed with the
corresponding colored solid lines) are obtained by the predic-
tion (95) normalized to 1. The values of the parameters are:
n0 = 0.7, nc = 2, τ = 5, m = 1, d = 2, v0 = 10, T0 = 0.1,
γ = 4 and v0 = 10.

slightly moves from ∼ 1/τ towards larger values of ω.
These small frequency peaks are not observed in the pas-
sive case (v0 = 0): there, for the same k-values, S‖(k, ω)
shows a rather flat maximum almost k-independent.

The study of the intermediate scattering functions,
Fnn(k, t) and F ‖(k, t), provides complementary informa-
tion on the relaxation behavior of the fluctuations. Let us
begin by Fnn(k, t): the location in the complex frequency
plane of the poles in Eq. (93) indicates that, in region I,
this function can be expressed as a linear combination of
three different temporal relaxations (each associated with
one of the three Lorentzians mentioned above) charac-
terized by exponential decays proportional to e−λ0(k)t,
e−λγ(k)t, e−λτ (k)t. As illustrated in Appendix D, the
full calculation is performed by time-Fourier transform-
ing the lengthy formula for Snn(k, ω). Again, to proceed
further, we restrict to the overdamped set-up analyzed
so far. In Fig. 5, we display Fnn(k, t) versus t for several
values of k. We find that for λ0 � λτ � λγ and small k,
an approximate relation holds:

Fnn(k, t) ∼ e−λ0t − λ0
λτ
e−λτ t . (95)

The behavior (95) is derived in Appendix D and displayed
in Fig. 5. The function Fnn(k, t) is dominated by e−λ0(k)t

whose characteristic time diverges diverges as k → 0: as
expected, the fluctuations of a conserved density relaxes
diffusively towards the steady-state. The relaxation term
associated with the polarization fluctuation provides the
first correction to the expression for Fnn(k, t) with rel-
ative weight ∼ λ0/λτ which becomes more relevant as
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FIG. 6. Longitudinal velocity intermediate scattering func-
tion F ‖(k, t) (normalized with F ‖(k, 0)) versus t for different
values of k (colored lines). Panels (a) and (b) display the
same observable in logarithmic and linear scale to outline dif-
ferent aspects of the time-decay. The two dashed black lines
are guides for the eye showing the functions ∼ e−t/τ and
∼ e−γt as indicated in the graph. Dotted black lines (super-
imposed with the corresponding colored solid lines) show the
prediction (96). Finally, the pink solid line refers to the pas-
sive case and does not depend on k for the value considered,
k = 5 × 10−2. The parameters are: n0 = 0.7, nc = 2, τ = 5,
m = 1, d = 2, v0 = 10, T0 = 0.1, γ = 4 and v0 = 10.

k increases (see Fig. 5). On the contrary, such a con-
tribution is absent in the passive case which is almost
k-independent (not shown).

By time-Fourier transforming S‖(k, ω), we compute
the velocity-velocity intermediate scattering function,
F ‖(k, t), to shed light on the attenuation of the longi-
tudinal velocity modes. Again, the form of S‖(k, ω) sug-
gests that F ‖(k, t) decays according to three exponential
processes: e−λγ(k)t, e−λτ (k)t and e−λ0(k)t but having dif-
ferent weights with respect to those featuring in Fnn(k, t)
(see Appendix D.) In Fig. 6, F ‖(k, t) is shown as a func-
tion of t for several values of k both in the passive (v0 = 0)
and active overdamped cases (such that λ0 � λτ � λγ).

In these regimes, F ‖(k, t) can be approximated as (see
Appendix D):

F ‖(k, t) ∼ e−λτ t − λ0
λτ
e−λ0t − λτ

λγ
e−λγt . (96)

As in the transverse case, F ‖(k, t) shows an initial fast
decay mainly due to the e−λγ(k)t contribution. At vari-
ance with passive suspensions, where this exponential is
dominant and F ‖(k, t) ≈ F ‖(k, 0)e−λγt, in active suspen-
sions this term has a small relative weight, ∝ λτ/λγ . The

leading contribution to F ‖(k, t) goes as e−λτ (k)t, but at
variance with F⊥(k, t), one observes a stronger depen-
dence on k: the larger the wavevector, the faster is the
decay of F ‖(k, t), an effect determined by the presence
of the slowest exponential e−λ0t of relative weight λ0/λτ
and negative sign. As its amplitude vanishes when k → 0,
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its influence becomes completely negligible in the small-k
region but is appreciable when k & 10−2 and is respon-
sible for the negative values of F ‖(k, t) for large times.

In conclusion, the analysis of the correlations using the
(k, t) space shows that the slowest modes associated with
the eigenvalue λτ control the long-time behavior of the
longitudinal velocity-velocity time correlation.

IX. CONCLUSIONS

In this paper, we have derived a simple hydrodynamic
theory for interacting spherical active particles which ap-
plies to both ABP and AOUP underdamped systems,
described by positions and velocities. We started from a
microscopic level where the history of the system requires
the knowledge of the full-space Fokker-Planck equation.
Then, we coarse-grained the description switching to a
hydrodynamic picture by taking the moments of the
Fokker-Planck distribution function. While the applica-
tion of this procedure is standard in many problems, in
the case of the active models considered here, the choice
of the appropriate hydrodynamic fields is not straightfor-
ward since the only conserved variable is the density and
the assumption of strong scale-separation for the other
modes (with respect to the fast degrees of freedom) can-
not be rigorously guaranteed. Nevertheless, such a choice
is crucial to observe the collective phenomena of interest.
At variance with the majority of previous approaches, we
considered the balance equations not only for the density
and polarization but also for the momentum and temper-
ature density fields. The interactions were accounted for
by including the appropriate collisional terms which de-
termine the so-called Irving-Kirkwood pressure and the
transport coefficients of the model but produce also a
decrease of motility of the particles, in agreement with
previous works.

In the second part of the paper, we investigated how
the above equations can be used to predict the fluctu-
ations of the hydrodynamic fields about their average
values by employing the methods of linear fluctuating
Hydrodynamics. We showed that, by taking into ac-
count the momentum field, one can observe, even in the
case of large drag coefficients, spatially extended velocity
correlations reminiscent of those experimentally and nu-
merically observed in high-density active matter systems.
The interplay between persistent active driving and elas-
tic response of the fluid to compression leads to correla-
tions similar to those found in particle-based simulations
and theoretical investigations of solid-like configurations
of active particles [14, 23, 24].

The hydrodynamic theory predicts that the longitu-
dinal velocity-velocity correlation function decays expo-
nentially at large distances with a characteristic length
that is mainly determined by the sound speed, and is an
increasing function of the persistence time of the active
force (i.e. the inverse of the rotational diffusion coeffi-
cient), but a decreasing function of the solvent drag co-

efficient. Surprisingly, we found that the time evolution
of the velocity modes at a large scale is dominated by
the coupling with polarization and not by the viscous
damping, therefore their decay is substantially slower
with respect to that of passive liquids. The shear trans-
verse correlation function displays a correlation length
that is almost independent of the active force persistence
and mainly determined by the transverse viscosity: it is
shorter than the longitudinal one because only depends
on the shear rate but not on the compressibility of the
liquid. Thus, our theory represents an extension to the
liquid realm of the analogous treatment of velocity corre-
lations in active solids. Contrary to that case, the present
study is not based on the equations of motion for the co-
ordinates of the particles but considers the evolution of
the collective hydrodynamic variables. This study shows
that the velocity field is an important observable of active
liquids, in contrast with the widespread approach where
one only considers an effective equation for the density
field and thus disregards the velocity. Despite the latter
procedure has been successfully employed to understand-
ing the onset of density inhomogeneity, it is legitimate to
ask whether a wider picture as the one we presented could
shed some new light on the active phase separation. Un-
derstanding the possible influence of the velocity ordering
process on the structural properties of the system, such
as the MIPS transition or the shift of liquid-hexatic and
hexatic solid transitions of homogeneous phases [23, 97–
99], still represents an open question.
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Appendix A: Parameter estimate

To evaluate the system’s properties it is necessary to
specify the equation of state and the transport coeffi-
cients. We begin with the static contribution to the
pressure tensor, Ph. Such a quantity accounts for the
so-called ideal and repulsive contributions to the pres-
sure. A reasonable form is the hard-disks equation of
state of Henderson [87]:

Ph = nT ∗
[

1 + y2/8

(1− y)2

]
, (A1)

where y = π
4nσ

2 represents the packing fraction. The
isothermal sound speed is simply obtained from the pres-
sure through the relation:

v2s =
B

mn
=

1

m

∂P

∂n
, (A2)
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where B is the bulk modulus. Explicitly we find:

v2s =
T ∗

m

[1 + y + 3y2/8− y3/8
(1− y)3

]
. (A3)

We also need the expressions for the dynamic shear vis-
cosity:

η = η0

[
1

g2(y)
+ 2y +

(
1 +

8

π

)
y2g2(y)

]
(A4)

and the bulk viscosity [100]

ζ =
16

π
y2g2(y)η0 , (A5)

with

η0 =
1

2σ

√
mT ∗

π
. (A6)

The formulas contain the pair correlation function at
contact distance between two disks, g2(y), which in the
Verlet-Levesque approximation can be estimated as:

g2(y) =
1− 7y/16

(1− y)2
.

Finally, the kinematic viscosity is obtained by dividing η
by mn0 (assuming that the density is constant)

ν0 =
η0
mn0

=
1

2σn0

√
T ∗

mπ
. (A7)

Notice that ν0 diverges as density n0 → 0, because in
the absence of collisions there is no diffusion of momen-
tum, but the phenomenon becomes ballistic. Now, the
expressions for ν⊥ and ν‖ can be obtained as:

ν⊥ =
η

mn0
(A8)

ν‖ =
1

mn0

(
4

3
η + ζ

)
. (A9)

These explicit expressions of the transport coefficients
have been employed in the numerical study.

Appendix B: Effective decoupling of thermal and
density fluctuations

In this appendix, we justify the assumption of neglect-
ing the influence of the temperature fluctuation on the
remaining fields and discarding Eq.(63b). This is possible
because the coupling between velocity and temperature
fields is proportional to the thermal expansion coefficient
so that its effect is rather small on the evolution of the
other variables.

The first two terms in the r.h.s. of Eq. (63c) can be
written as

(∂P/∂n)T
mn0

∇n+
(∂P/∂T )n
mn0

∇T

=
v2s
n0
∇n+ αv2s∇T ,

(B1)

where the thermal expansion coefficient, α, is defined as:

α = − 1

n

[
∂n

∂T

]
P

. (B2)

In Eq. (B1), the first term dominates over the sec-
ond since the liquid pressure increases more slowly with
respect to temperature than with respect to density
changes, at least for the high-packing regime considered
in this work. This can be shown by considering the ratio
between the two amplitudes in Eq. (B1) as a function of
the packing fraction:

(∂P/∂T )n
(∂P/∂n)T

=
n(1 + y2/8)(1− y)

T ∗(1 + y + 3y2/8− y3/8)
. (B3)

By the same token, when y → 1 the transport coefficients
ν‖ and κ are less divergent than the term v2s , as evident

from (A9). This means that v2s is the dominant transport
coefficient in the expression for ξ‖, Eq. (81).

Appendix C: Noise amplitudes

To introduce our method to determine the noise
amplitudes, one can think that the overall noise act-
ing on each mode results from the combined effect of
the external noise (the solvent) and of the fast (non-
hydrodynamic modes) which have been eliminated by our
coarse-graining procedure, but still exert their influence.
A formal and elegant justification of the assumed formula
for D requires some discussion of what is external and
internal noise, a problem studied in Refs. [49, 101]. In
practice, we will fix the noise amplitudes D by requiring
the following two conditions: 1) the velocity correlations
must reduce to their known equilibrium form in the pas-
sive limit, v0 → 0 and 2) when the system is uniform and
v0 > 0, the expression for D should be consistent with
the expressions found in Sec. IV.

1. Equal-time transverse velocity correlations

The expression of the transverse equal-time velocity
correlation can be obtained solving the 2 × 2 problem,
Eq. (73), in the Fourier space:

δȧ⊥(k, t) = −M⊥(k)δa⊥(k, t), (C1)

where â⊥ = {û⊥(k, t), p̂⊥(k, t)} and the matrix M⊥(k)
reads:

M⊥ =

(
γ + ν⊥k

2 − 1
n0
γv0

0 1
τ + T∗

mγ
τγ

1+τγ k
2

)
.
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Straightforward calculations lead to the following form of
the equal-time correlations:

C⊥uu =
D⊥uu
M⊥uu

+
D⊥pp(M

⊥)2up
M⊥uuM

⊥
pp(M

⊥
uu +M⊥pp)

(C2)

C⊥pp =
D⊥pp
M⊥pp

(C3)

C⊥up = −
D⊥pp
M⊥pp

M⊥up
(M⊥uu +M⊥uu)

. (C4)

Now, to fix D⊥uu we require that in the limit v0 → 0 the
velocity correlations are equal to those of the reference
passive system by imposing the following condition:

D⊥uu
M⊥uu

=
T0
m
. (C5)

In addition, to obtain the correct matching when k = 0
between the velocity fluctuation in the uniform active
system given by Eq. (58b) and Eq. (C2), we assume:

D⊥pp
M⊥pp

= n20
v[n]

v0
(C6)

and by substituting, we find

C⊥ =
T0
m

+
γ2v0v[n]

[γ + ν⊥k2]
(

[γ + ν⊥k2] +
[
1
τ + τγ

1+τγ
T∗

mγ k
2
]) .

Keeping only k2 orders in the denominator, we obtain:

C⊥ ≈ T0
m

+
v0v[n]

1 + 1
τγ

1

1 + ξ2⊥k
2
, (C7)

where ξ⊥ is the correlation length associated with the
transverse mode and is given by Eq. (76).

2. Equal-time longitudinal velocity correlations

We, now, apply the same reasoning to the longitudinal
correlations. Incidentally, we recall that Cψψ and Cφφ are
the correlations of ψ = ikuk and φ = ikpk, respectively
(see Eq. (62)). The passive form of the correlations is

Cpassiveψψ =
Dψψ

Mψψ
=
T0
m
k2 (C8)

Cpassiveψn = 0 (C9)

Cpassivenn = −Mnψ

Mψn

Dψψ

Mψψ
= T0

n20
v2s
, (C10)

so that we deduce the following amplitude:

Dψψ = Mψψ
T0
m
k2 =

T0
m
k2(γ + ν‖k

2) (C11)

Regarding the amplitude associated with the polariza-
tion noise we solved Eq. (73) for C‖(k) and matched its
solution with the homogeneous result (k = 0) given by
Eq. (58b).

We consider the reduced 3 × 3 problem (for â‖ =

{δn̂(k, t), ψ̂(k, t), φ̂(k, t)})

d

dt
δâ‖(k, t) = −M‖(k)δâ‖(k, t), (C12)

where the matrix M‖(k) reads:

M‖ =

 0 n0 0

− v2s
n0
k2 γ + ν‖k

2 − 1
n0
γv0

− τγ
1+τγ (v[n]− v0 n0

nc
)k2 2

γ ( τγ
1+τγ )2n0v[n]k2 1

τ + T∗

mγ
τγ

1+τγ k
2

 .

After tedious algebra we obtain an approximate expression that captures the leading contributions:

Cψψ(k) ≈ Dψψ

Mψψ
+

1

Mψψ

M2
ψφDφφ(

(Mψψ +Mφφ)Mφφ −MψφMφψ −MψnMnψ

) . (C13)

Now, to match C‖(k) =
Cψψ(k)
k2 with the expression

Eq. (58b) when k = 0 is sufficient to choose

Dφφ = n20Mφφk
2 = n20

(1

τ
+
T ∗

mγ

τγ

1 + τγ
k2
) v[n]

v0
k2

(C14)
Replacing the expression for the elements of M‖, the
noise coefficients, and keeping only orders k2 in the de-

nominator of Eq. (C13), we obtain:

C‖(k) =
T0
m

+
v20

1 + ξ2‖k
2
, (C15)

where ξ‖ is the correlation length associated to the lon-
gitudinal modes that is given by formula (81).
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Appendix D: Calculation of the intermediate
scattering functions

In order to calculate the intermediate scattering func-
tions, we consider the following Fourier transforms ob-
tained by Cauchy’s integral formula:

R2n(t) =

∫ ∞
−∞

dω

2π

ω2n eiωt

(ω2 + λ20)(ω2 + λ2γ)(ω2 + λ2τ )
.

For real eigenvalues, the functions R2n(t) for n = 0, 1, 2 esplicitly reads:

R0(t) =
1

2

1

λ2γ − λ20

[
1

λ2τ − λ20

( 1

λ0
e−λ0|t| − 1

λτ
e−λτ |t|

)
− 1

λ2τ − λ2γ

( 1

λγ
e−λγ |t| − 1

λτ
e−λτ |t|

)]

R2(t) = −1

2

1

λ2γ − λ20

[
1

λ2τ − λ20

(
λ0e
−λ0|t| − λτe−λτ |t|

)
− 1

λ2τ − λ2γ

(
λγe
−λγ |t| − λτe−λτ |t|

)]

R4(t) =
1

2

1

λ2γ − λ20

[
1

λ2τ − λ20

(
λ30e
−λ0|t| − λ3τe−λτ |t|

)
− 1

λ2τ − λ2γ

(
λ3γe
−λγ |t| − λ3τe−λτ |t|

)]
In region II and in region IV two eigenvalues are complex conjugate (λR ± iλI) and the third eigenvalue, λ3 is real
and positive, the Fourier transform for t > 0 is:

R0(t) =

∫ ∞
−∞

dω

2π

eiωt[(
ω + λI

)2
+ λ2R

][(
ω − λI

)2
+ λ2R

][
ω2 + λ23

] =
1[

(λ2I + λ2R − λ23)2 + 4λ2Iλ
2
3

]
2λ3

e−λ3t

+
1

4λIλR(λ2I + λ2R)

λI

[
λ2I + λ23 − 3λ2R

]
cos(λIt) + λR

[
3λ2I + λ23 − λ2R

]
sin(λIt)

(λ2I + λ23 − λ2R)2 + 4λ2Iλ
2
R

e−λRt

and we obtain R2n(t) for n > 0 by using the relation R2n(t) = (−1)n d
2nR0(t)
dt2n . By Fourier transforming Snn(k, ω) and

S‖(k, ω), we obtain the following expressions for the intermediate scattering functions, Fnn(k, t) and F ‖(k, t):

Fnn(k, t) = 2n20k
2

{
T0
m

(
γ + ν‖k

2
)
R2(t) +

(
1

τ
+
T ∗

mγ

τγ

1 + τγ
k2
)[

T0
m

(γ + ν‖k
2)

(
1

τ
+
T ∗

mγ

τγ

1 + τγ
k2
)

+ γ2v20

]
R0(t)

}
(D1)

and

F ‖(k, t) = 2

{
T0
m

(
γ + ν‖k

2
)
R4(t) +

(
1

τ
+
T ∗

mγ

τγ

1 + τγ
k2
)[

T0
m

(γ + ν‖k
2)

(
1

τ
+
T ∗

mγ

τγ

1 + τγ
k2
)

+ γ2v20

]
R2(t)

}
(D2)

1. Scattering functions in the overdamped regime

It is useful to extract the dominant terms in the ex-
pressions for Fnn(k, t) and F ‖(k, t) in the regime of pa-
rameters reported in the figures to get approximated but
explicit expressions. Assuming the condition v20 � T0/m,
we can neglect the term containing R2(t) in the expres-
sion for Fnn(k, t) and the one containing R4(t) in the
expression for F ‖(k, t). In addition, in the overdamped
regime τγ � 1, we have λ0 � λτ � λγ so that we can

simplify the expressions for R0(t) and R2(t) as follows:

R0(t) ≈ K0

[
e−λ0|t| − λ0

λτ
e−λτ |t| +

λ0λ
2
τ

λ3γ
e−λγ |t|

]
(D3)

R2(t) ≈ K2

[
e−λτ |t| − λ0

λτ
e−λ0|t| − λτ

λγ
e−λγ |t|

]
(D4)

where K0 = K0(k) and K2 = K2(k) are two k-dependent
amplitudes. In Eqs. (D3) and (D4), after expanding
the relative weights of the different terms in powers of
λτ/λγ � 1 and λ0/λτ � 1, we have kept only the lead-
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ing contributions. Using these two expressions, we arrive
at the relations leading to Eqs. (95) and (96)

Fnn(k, t) ≈ Nn
[
e−λ0|t| − λ0

λτ
e−λτ |t| +

λ0λ
2
τ

λ3γ
e−λγ |t|

]
F ‖(k, t) ≈ N‖

[
e−λτ |t| − λ0

λτ
e−λ0|t| − λτ

λγ
e−λγ |t|

]

where Nn and N‖ are constants depending on k through
K0 and K2 and contain the prefactors present in for-
mulas (D1) and (D2). It is remarkable that the leading
term in the expression for F ‖(k, t) qualitatively agrees
with the prediction obtained from a one-dimensional ac-
tive solid [102].
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[62] É. Fodor, C. Nardini, M. E. Cates, J. Tailleur, P. Visco,
and F. van Wijland, Physical Review Letters 117,
038103 (2016).

[63] C. Maggi, M. Paoluzzi, A. Crisanti, E. Zaccarelli, and
N. Gnan, Soft Matter 17, 3807 (2021).

[64] L. Caprini and U. M. B. Marconi, Soft Matter 14, 9044
(2018).

[65] S. Das, G. Gompper, and R. G. Winkler, New Journal
of Physics 20, 015001 (2018).

[66] L. Caprini, E. Hernández-Garćıa, C. López, and
U. M. B. Marconi, Scientific reports 9, 1 (2019).

[67] S. Mandal, B. Liebchen, and H. Löwen, Physical Re-
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